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" A SIAM Conference on Optimization was held on May 11-13, 1992 in Chicago. Over

, three hundred papers were presented at the 75 sessions.
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Grant # AFOSR-91-0307

" Final Report
Fourth SIAM Conference on Optimization
May 11-13, 1992
Chicago

The Fourth SIAM Optimization conference gave further evidence of the continuing
growth and interest in optimization. As evidence of this observation we note that there
were 262 papers presented at the 1989 conference, but 301 papers at this conference.

The conference themes, invited speakers, and minisymposia of the conference were cho-
sen around three main areas:

o Large scale optimization problem
¢ Optimization applications
¢ Optimization problems in controi

This was done because the organizers felt that optimization research will lead to significant
advances in scientific computing by addressing important applications problems. Of special
interest were the following minisymposia on optimization problems in applications:

o Global and local optimization methods for molecular chemistry problems

Optimal design of engineering systems

Optimization problems in chemical engineering

Problems "off-the-shelf” Newton methods won't solve
[}

Protein Folding — A challenging optimization problem

Interaction between optimization researchers and application scientists was fostered by or-
ganizing sessions along optimization areas. As a result, attendance at sessions was increased.
The *nain complaint was that there were too many interesting talks: never that there were
no interesting talks at a given time.

We also tried to attract application scientists to the conference by arranging for a pre-
conference tutorial centered on optimization software, The tutorial was quite successful
with 93 attendees. Attendees of the tutorial praised. in particular, the presentations, and
‘ the sofuwvare guide that was i)art of the program. A copy of the software guide is enclosed.
We also tried to increase interaction between attendees by scheduling the social ses-

sions together with the poster sessions. This resulted in well attended poster sessions. and
considerable discussion between the attendees.
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Complaints centered around the large number of presentations. In order to accom-
] modate the large number of presentations, and keep the number of parallel sessions to a
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reasonable number (6), many of the talks were shifted to poster sessions. This decision &3
was not entirely popular. Possible methods for dealing with this problem are scheduling a i

s
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four day conférence, and being more selective in the acceptance of papers. Each of these
solutions has obvious drawbacks. A more iimaginative use ¢f poster sessions may be a bettér
solution. At this conferénce we triéd to increase the status of poster sessions by awarding
a prize for best poster. This had some success.

The general feeling was that the conference was highly successful, and that there was ;
a definite need for SIAM Conferences on Optimization. The technical program, the SIAM : i

i
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i : staff, and the choice of city and site, were singled out as noteworthy by the attendees. The : E :‘
j enclosed program contains additional details of the meeting. In particular, the program R
3 overview is on page 3. i
2 Jorge Moré (co-chair)
3 § Argonne National Laboratory :
“ Jorge Nocedal (co-chair) P

¢ Northwestern Uriversity

Jane Cullum 5

g i : IBM Thomas J. Watson Research Center ‘

: ! Donald Goldfarb

Columbia University
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" Mehiddin, Al-gaali
University of ‘Calsbria
Departriént of Systéms
87036 Rende-Cosenza
Cosenza, Calabria 87036
ftaly

0984-493209

)

Farid, Alizadeh-behkharghani

#4 '

1235 Cortez Or

Sunnyvale CA 94086-5651
alizadeh@iicsi.berkeley.edu (404) 894-3037

Deborah F, Allinger

Oraper Laboratorias
Department ES

555 Technology Square
Cambridge MA 02139-3539
(617) 258-2269

Kurt M, Anstreicher
University of lowa

Dept of Management Science
fowa City 1A 52242
(319) 335-0859

Miroslav D, Asic

Ohio State University
Department of Mathematics
University Drive

Newark OH 43055

(614) 366-9418
masicdmagnus.acs.chio-state.edu

Brétt M, Averack

Bldg 221
9700 South Cass Ave
Argonne 1L 604394808

(708) 252-6529 .
averickamis.anl.gov (91%) 945-1298

Natalia, Alexandrov

Rice University

Department Gf Math Sciences

P 0 Box 1892 )
Houston ©IX 77251-1892
natal iadrice.edy :

Faiz, Ai-Khayyal

Georgia Inst of Téchnology

Scheot Industrial & Syst Engr
. Atlanta’ GA 30332-0205

(312) 988-8889
falkhayydgtri0l.gatech.edu

Juergen, Amendinger

Univ of Southern California
‘Dept of Applied Mathematics
1154 W 30th Street

Los Angeles - CA 90607

Shawki, Areibi
University of Waterloo
Dept of Elec & Comp Engr
Waterloo N2U 361
Ontariz, Canada -

David S, Atkinson

273 Altgeld ksil

1409 ¥ Green St

Urbana T 1L 61801-2917
(217) 333-1809

. Francisco, Barshona
184 Cérporatian
T Jd Jatson Research Centér
PO Box 218
Yorktown Hgts NY 10598-0218
bariowdes.psu.edu
“Barshordibmicon 4

a

Abdutrahim, Alghamdi
. Apt # 201
"16 W 465 Mockinghird Lane
Hinsdale 1L 60521
(708) 986-8303 b

i

J Ray, Alley

Board of Trade
821 4 Proadmoor 2
Pedria 1L 61614 =

Paut B, Anderspn
3521 Launcelot Way
Annandale VA 22003-1;
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Jasbir, Arora
University of lowa
College of Engineering
112v Engineering Bldg
lowa City 1A 52242

Giles, Auchmuty
University of Houston
Department of Mathematics
Houston TX 7720634
(713) 749-2124
auchduh.edu

Jesse L, Bariow

Penn State University
Department of Computer Swiet
Univergity Park PA 15802
(814) 863-1705
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Pablo, Barrera-Sanchez

av de la Luz 61

col San $imon

" Mexico 13 pf -
cp 03660

Mexico

Tamer, Basar

University of Illinais
Coordinated Science Lab
1101 W Springfield Avénue

Urbana
(217; .33-3607
tbasaramarkov.csl.ulue.edu

IL 61801-3082

Thomas, Beergrehn

Case Western Reserve Univ
Dept of Systems Engineering
10900 Euclid Avenue
Cleveland OH 44106

Witliam J, Behrman

116 f Escondido Village

Stanford CA 94305-7480

(415) 497-6104
behrmangna-net_stanfurd.edu (814) 863-2115

A, Benchakroun
Universite de Sherbrooke
Department of Math Info
Sherbrooke J1K 2Rt
Quebec, Canada

(819) 821-7034

Aharon, Ben-Tal

Technion Israel Institute of
Technology

Facutly of Ind £ng & Managemnt
Haifa 32000

Israel

04 294444
ierbt993technion.bitnet

Lorenz T, Biegler

Carnegie Mellon University
Dept of Chemical Engineering
Pittsburgh PA 15213

Christian #, Bischof

Argonne National Labs

Math & Comp Sci Div, Bldg 2721
9700 S Cass Avenue

Argonne 1L 60439-4806
(708) 252-8875
bischofames.anl . gov

Johannes J, Bisschop
Westerhoutpark 28

20 JN Haarlem
Netherlands

Maria L, Blanton

Univ of North Carolina
601 S College Road
Wilmington NC 28403

Ingrid, Bengartz

18M Corporation

Dept of Math Sciences

PO Box 218, TJ uatson Res Cntr
Yorktown Hghts NY 10598

Joseph Frederik, Bonnans
INRIA

Domaine de Voluceau

8P 105 Rocquencourt
78153 Le Chesnay Cedex

. : France

* James C, Béan
university of Michigan
Dept of Indu & Oper Engr
1205 Beal
Ann Arbor 1y

Ashok D, Belegundu
Pénnsytvania State Uriv
Machanical Eng Dept
University Park PA 16802

Dimitris, Bertsimas
Massachusetts Inst of Tech
Slean School of Management
E53-359-

Cambridae HA 02139
dbertsimomath.mit.edu
E R, Bishop

Acadia University
Department of Mathdmatics
Wolfville

BOP 1XC Nova Scotia

Nova Scotia, Canada

Paul T, Boggs

tat’t Inst of Standards & T
Building 225, Room A-151
Gaithefsburg M 20899
(301) 975-3800
boggsacam.nist, gov

Robert, Bosch

Cherlin College
Department of Mathematics
Obertin OH 44074
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“Ali, Bouaricha M, Bauhtou Stephen, Boyd

Apt C2-6 INRIA . Stanford University

2031 Grardview Ave domaine de Voluceou Dept of ISL & EE H
" Boulder” CO 80302-6552 Recquencourt 8P 105 111 purard {
i 78153 Lé Chesnay Cedex Stanford CA 94305 :
i France (415) 723-0002 i
i boydaisl.stanford.edu i
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Gordon H, Bradley

- Naval Postgraduate School

Dept of Operations Research
Monterey CA 93943
(408) 646-2359

Dennis L, Bricker
University of lowa

Dept of Industrial Engr
4110 Engineering 8lvd

Jerome G, Braunstein

604 Gretchen Road

Chula Vista CA 91910

(619) 534-T494

jeromeducsd.edu brenandaerospace.aero.org

Albert G, Buckley

Royal Roads Military College
Department of Mathematics
FMO Victoria VOS 180

Kathryn E, Brenan
5324 W 135th St
Hawthorne

(213) 336-4503
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CA 90250495
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David §, Bunch

Univ of California, Davis
Graduate School c¢f Managemeg
308 voorhies

lova City 1A 52242 British Columbia, Canada Davis CA 95616
604-363-4594 (918) 752-2248
buckleydagh. royal roads.ca dsbunchlucdavis(.edu or.bitnet) "

Hermann G, Burchard
Okiahoma State University
Department of Mathematics

James V, Burke
University of Washington
Dept. of Mathematics

John A, Burns
Virginia Polytechnic Institg
and State University

B Stilluater OK 74078 GN-50 Department of Mathematics

(405) 744-5690 Seattle WA 98195 Blacksburg VA 24061
: burchard@nemo.math.okstate.edu (206) 543-6183 ;
; burkedmath. wasington. edu :

Cheri, Bush
University of Cincinnati

Richard H, Byrd
University of Colorado

Paul H, Calomai

University of Waterloo

Dept of Civil Engineering Uepartment of Computer Science Dept of Systems Design Eng é
) ML 71 Campus Box 430 Waterloo N2L 3G1 ?é
Cincinnati OH 43221 Boulder CO 80309 Ontario, Canada ,§
phcalamaigwatfun.waterloal
Gale F, Capps Alan, Carle Celsé, Carnieri 3

B Y

Sherwin-Hilliams Company
Automotive Tech Center

fetadgdan,r

Rice University
Cntr for Resc on Paraliel Comp

Univ of Itlinois @ Urbana
Department of forestry

; 10909 $ Cottage Grove Avenue PO Box 1892 Urbana 1L 61801

i thicago IL 60628 Houston X 77251 (217) 384-5526 = s

b (312) 821-2152 (713) 285-5368 =
St H . carledrice.edu = B
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" Richard G, Carter

Argonne National Lab

MCS Division

Argonne 1L 60439
(70B) 252-5431%

carterames.anl.gov

Mark €, Cawood
Apt# 13
813 College Ave
Clemson
(803) 656-5196
meawooddclemson.bitr»

SC 29631-1045

Vira, Chankong

Cnse Western Reserve Univ
vzapt of Systems Enginee: .ng
10900 Euclid Avenue

Cleveland OH 44106-7070

Jen-Miug, Tien

“enn State ni vt 'ty
Dept of Ir ~.. al Engr
307 Hemmond Bldg

State College PA 16801

Shaohua, Chen

McMaster University
Dept of Elec & Comp Engr
1280 Main West

ramilton LBS 4L7
Ontario, Canada

Paulina, Chin

University of Waterloo
Department of Electrical &
Computer Engineering
Waterloo N2L 3G1

Ontsrio, Canada
pchindwatfun.waterloo.edd

Lori, Case
University of Waterloo
Dept of Computer Science
Waterlao N2L 3G1
Ontario, Canada

France

§ §, Chadha

University of Wisconsin
Departirent of Mathematics
Eau Claire Wi 54702
(715) 836-2835

Wai, Chan

Digital Equipment Co
AET1-2/7

6 Tech Drive
Andover

() 474-6402

MA 01810-2434

Mei-Qui, Chen

The Citadel

Department of Mathematics
And Computer Science
Charleston SC 29409-0255
(803) 792-9868

chenmilcitadel.bitnet tudjupiter.eecs.nuu.edu

Daniel C, Chin

Johns Hopkins University
Applied Physics Laboratory
Joehns Hopkins Road

taurel MD 20723-6099

Eugene Inseck, Chong
Rorthuestern University
Dept of Computer Science
Evanston 1L 60201
(708) 475-8124

woosharice.edu

. Enserint

P

Cavalll

Dept de Electronique
2 Rue C Camichel
Toulouse 31071

Veena, Chadha

Univ of Wisconsin
Department of Mathematics
Eauclaire Wl 54701
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George Hong-Gang, Chen
604 150th Place SW
Lynnwood WA 98037
chendamath.washington.edu

bbbk

Peihuang Lu, Chen
Northwestern University
Pept of Indu Engr & Mgmt Sc
197-8 Brittany Dr
Streamwood IL 60107
(708) 491-7263

Hern, Chin
Aspen Technology
25, Vassar Street

Cambridge MA 02139

Pang-Ch eh, Chou

Rice Univarsity

Dept of Math Sciences
PO Box 1892

Houston X 77251
(713) 527-8750 %2750

AR g ¢




U AR

«
PR

“Bock Jin, Chun

University of Wisconsin

.704 Eagle Heights

Madison Wi 53705

William J4, Clover Jr
412 S 7th Ave
Maywood

(312) 642-8273

1L 60153-1505

Domenico, Conforti
Universita della Callabria
Dipartimento di Sistemi
Rende Cosenza 87036

italy

(984) 493 209
2101gradicsuniv.bitnet

Martha P,Contreras

University of California

Department of Mathematics

Riverside CA 92521

(714) 787-3114

marthaducrmath.ucr.edu (713) 527-8101 X3776

Richard W, Cottle
Stanford University
Department of Operations
Research
Stanford

(415) 725-0557
cottledsierra.stanford.edu

CA 94305-4022

Norman D, Curet

UCLA

6220 Anderson Graduate School
of Management, 405 Hilgard Ave
Los Angeles CA 90024-1481
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Anne W, Clark Shepard A, Clough i%:;fi
1320 Knoliwood Drive .Atmespheric & Envifonmental %g
Arlington Hghts IL 60004 Research Inc &
(708) 632-5544 840 Memorial Drive =
clarkadmot.cid Cambridge MA 02139-3758 2
o3
Thomas f, Coleman Michael D, Collins i
Cornel!l University # 101
Department of Computer Science 4508 Commons Drive é
Upson Hall Arnandale VA 22003 ¢
Ithaca NY 14853-7501 (202) 767-9037 E
(607) 255-9203 cotlins5dccf.nri.navy.mil
colemandguax.is.cornell.edu
Andrew R, Conn John ¥, Conroy %
18M, Thomas J Watson Res Ctr Supercomputing Research Cents
4

17100 Science Or
MD 20715-437

PO Box 218
Yorktown Hgts
{914) 945-1589
arconndyktvm:.bitnet conroyasuper.org

NY 10598-0218 Bowie
(301) B05-7425
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George F, Corliss
Marquette university
Department cf Mathematics

Debora, Cores
Rice University
Dept of Mathematical Sciences

P

PO Box 1892 Milwaukee W1 53233

Houston TX 77251-18%92 (414) 2B8-6599
georgecaboris.mscs.mu.edu

coresarice.edu

Jane K, Cullum
14 Ridgeview Ln # 2
Yorktown Hgts  NY 10598-104

Charies R, Crawford
39 Mac Pherson Avenue
Toronto M5R W7

(914) 945-2227
cul lunj@watson. ibm.com

Ontario, Canada
(416) 922-7997

Thomas, D’Alfonso
Penn State University
Dept of Industrial Engineeri

Joseph J, Czyzyk Jr

1109 Garnett Place

Evanston IL 60201-3107
czyzykdiems.nwu.edu University Park PA 16802
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" Edward 4, Dean

University of Houston
Department of Mathematics

" 4800 calhoun Road

Houston TX 77204-3475
(713) 749-2124

Jose L, De La Fuente
Iberdrota

Hermosilia 3

28001 Madrid

Spain

J E, Dennis Jr

Rice University

Dept of Mathematical Sciences
P 0 Box 1892

Houston TX 77251-1892
(713) 527-4094

dennisdrice.edu (0192) 39-7915

Garry, Didinsky
University of Illinois
Coordinated Science Lab
1101 W Springfield Avenue
Urbana 1L 61801

Jiu, Ding

univ of Southern Mississippi
Department of Mathematics
Southern Station, Box 5045
Hattiesburg MS 39406
(601) 266-4292
ding8usmepb.bitnet

R A, -Donnetly

Auburn University
Department of Chemistry
Auburn AL 36849

Kalyanmoy, Deb

Univ of 111 /Urbana-Champaign
Dept of Engr,104 S Mathews Ave
117 Transportation Building
Urbana 1L 61801

Renato, De Leone

University of Wisconsin
Department of Computer Science
1210 W Dayton

Madison Wl 53705

(608) 262-5083
deleonedcs.wisc.edu

Alvaro R, De Pierro
Universidade Estadual Campinas
Inst Matematica Estatistica e
Ciencia da Computacao, CP 6065
13081 Campinas SP

Brazit

dbamath. fundp.ac.be
alvarordbruc.ansp.br

Raymond 5, Di Esposti

6439 Hardwick Street

Lakewvod CA 90713

(213) 336-8404
diesposdaerospace.aero.org Russia

Gianni, Di Pillo

University of Rome

Dept of Information & Systems
via Eudossiana 18

006184 Rome

Italy

domichabldr.nist.gov

Asen L, Contchev
Mathematical Reviews

416 4th 5t

Ann Arbor Ml 48107
(313) 996-5270
atd.achilles.mr. ams.com

< University of Pretoria

€, De Klerk

Dept of Mechanical Engr
Pretoria 0001 RSA
Republic of South Africa

Robert W, Deming

SUNY College-Gswego
Department of Mathematics
Osuego NY 13126
(315} 341-2736

Burten, Didier

FUNDP

Dejartment of Mathematics
Rempart de la vierge 8
8-5000 Namur

Belgium

i 1, pikin

Siberian Energy Institute
130 Lermontov Street
Irkutsk 664 033

Paut D, Domich
National Inst of Standards &
Technology 881 E
325 Broadway

Boulder €O 80303-3322

¢303) 497-5112

Robin, Duquette

1800 Montee Ste-Julie
Varennes J3X 1St
Quebec, Canada

(514) 6528239
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" Jean Pierre, Dussault

Universite de Sherbrocke
Departement de Math & Info

" sherbrooke J1K 2RY

British Columbia, Canada
(819) 565-3548

Mahmoud M, El-Alem
University of Texas
Dept Math & Computer Science
San Antonio TX 78249-0600

Hoe, Ei-Khadiri

Argonne Nationazl tabs

Dept of Math & Computer Sci
$700 § Cass Ave

Argonne 1L 60439

Ramin §, Esfandiari

Catifornia State University
Dept of Mechanical Engineering
1250 Beliflower Blvd

Long Beach CA 90840

Guangxiong, Fang

Daniel Webster College

Dept of Engr Math & Science
20 University Dr

#ashua NH 03063

Joel E, Farrand

6159 Pritchett Drive
Suite 500

100 Northcreek

Powder Springs GA 30073
(404) 261-5256

Jonathan, Eckstein

Thinking Machines Corporation

245 1st St

Cambridge MA 02142-1264

(517) 234-2866

ecksteindthink.com edsberganada.kth.se

Amr Saad, El-Bakry

Rice University

Dept of Mathematical Sciences
PO Box 1892

Houston TX 77251-1892
(713) 527-8750 Xx3824
elbakrydrice.edu

Gary, Elsring
Upjohn Company

9164-36-1
Dept of Bis-Statistics
Kalamazoo M1 49007

Elfzabeth A, Eskow
University of Colorado
Dept of Computer Science
Campus Box 430

Soulder CO 80309
{303) 492-8137

Mao, Fang

university of Cincinnati
Dept of Civil Engineering
ML

Cincinnati oH 45221

Mary C, fenelon

€ Plex Optimization Inc

1601 Ashbury Pl

Eagan MN 55122-1223
(612) 683-993¢4

*KTH Stockhoim

tennart, Edsberg

NADA, Kth
$-100 44 Stockholm
Sweden

Sam, Eldersveld
4323 170 PL S E
1ssaquah WA 98027-%0(
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Steve F, Elston
Mobil Rsch & Development ,Cor:
PO Box 819047

pallas X 75381-904

A N

Francisco, Facchinei

univ of Rome "La Sapienza®
Dipt di Informatica e Sistem
via Bucnarroti 12

00185 Roma i
1taly é
39-6-487 3676 g

facchineidirmiasi.bitnet

Ko Hui M, Fan
2691 Smoketree Way NE
Atlant. GA 30345956

D

Dan, feng
University of Colorado =

Department of Computer Sckn%
Campus Box 430

I

. T =
Boulder €0 80309 §
(303) 492-4463 =
fengdcs. colorado.édu
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" Péter A, Fenyes
2324 Buckingham Avenue
Bitmirigham M1 48009-5869
" (313) 984-0460
fenyésldgmr.com Ames

1A 50011

: Luis M, Fernandes
! Escola Superior De Tecnologia
De Tomar
Av Candido Madureira 13
2300 Tomar
Portugat
351-49-321500

Roger, Fletcher
University of Dundee
Department of Hathematics &
Computer Science

3 Dundee DD1 4HN

Scotland

0382-23181 ex 4490

David, Fournier

Otter Research Limited
PO Box 625

Station A

Nomaimo VPR 5k9

sritish Columbia, Canads
(604) 7556-0956

Paul D, Frank
1853 3rd St
Kirkland

(203) 865-3592
frankdatc.boeing.com Cambridge

WA 98033-4917

MA 02139

E Efim A, Galperin

Univérsite Quebec a Montreal
Department Mathematics & Info
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(515) 294-2168
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University of Wisconsin

" Department of Computer Science

1210 W Dayton Street
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Princeton University

Dept Of Chemical Engineering
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MIT E53-361
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Cornell University
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Radford University
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Radford VA 24142-5772
(703) 851-5437
jgertacharuacad.ac.runet.edu
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Univ of Califcrnia-San Diego
Department of Mathematics
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Department de Mathematica
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McGill University
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Quebec, Canada
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Fordham University
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Northern Michigan University
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Northeastern Illinois Univ
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University of Florida
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Department of Mathematics
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Australia
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Northwestern University
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College Miltaire Royal
Department of Mathematics
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University of Kentucky
Department of Mathematics
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University of California
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Dept of Computer Science
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Bleischmelzc 13

55 Trier-Quint
Germany
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Ontario, Canada
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Simon Fraser University
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British Columbia, Canada
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University of Waterioo
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Waterloo N2L 3G1
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Linda C, Xaufman

AT&T Bell Labs
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600 Mountain Avenue

Murray Hitl NJ 07974-2010
(201) 582-6429
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North Carolina State Univ
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(919) 515-7163
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Erich M, Klein
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Ontario, Canada
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Tokys Instituie of Technology
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Rice University
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James W, Lindsay

Austin
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University of Illinois
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israel Institute of Technology
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Sandia National Labs
Division 8210

P 0 Box 969

Livermore CA 94551-0969

Regina H, Mladineo

Rider College

2083 Lawrenceville Rd
Lawrenceville NJ 0B&648-3099
(609) 895-5554
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8rian L, Monteiro
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Catherine C, McGeoch
Amherst College
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(413) 542-7913

Sanjay, Mehrotra

Northwestern University
McCormick School ofEngineering
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(708) 491-3155
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Oregon State University
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John E, Hitchell

Rensselaer Poiytechnic Inst
Dept of Mathematical Sciences
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Dept of Math Sciencés
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University of Arizona
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Northwestern University
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Tokyo 106
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Imperial College of Science
Centre for Process Systems

"London SW? 28BY

Great Britain

A M, Morshedi

DOT Products Inc

Dept of Research & Development
1613 Karankawas Ct .
Deer Park TX 77536

B, Narendran

Univ of Wisconsin / Madison
bept of Computer Science
1210 W Dayton Street
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(509) 335-3127
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Univ of Minnesota / Morris
Department of Mathematics
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Northwestern University

Dept of Electrical Engineering
and Computer Science
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(708) 491-5038
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Mathematics and Computer
Science Division

Argonne 1L 60439-4803

John M, Mulvey
Princeton University
School of Engineering &
Applied Science
Princeton NJ 08544

John €, Nash

1975 Bel Air Drive

Ottawa K2C OX1

Ontario, Canada

(613) 564-6825
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Thomas K, Neuberger

605 upland PL

Alexandria VA 22301-2743
(703) 824-2273
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Ronald H, Nickel

Center for Naval Analysis

P0 Box 16268

Alsxandria VA 22302-8268
(703> 824-2463

Gautham;- Nookala
Kessler Asher Group

Suite 500
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Chicago jL 60604

Steven, Morley
Anderson Consulting
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Chicago 1L 60606
(312) 507-9368
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University of Michigan
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1205 Beal Avenue :
Ann Arbor Ml 4810921
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Stephen G, Nash

George Mason University
Dept of Operations Research
% Applied Statistics
Fairfax vk 22030 ¢

snashdgmuvax.gmi. edu
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James 1, Northrup
Colby College
Department of Mathematics

ME 04901
(207) 872-3114
jinorthracolby.edu (717) 675-9255

Francis J, O'Brien Jr

Naval Underwater Systems Ctr
Code 2211, B 1171-1

Newport RI 02841

James B8, Orlin
Massachusetts Institute of
Technology
£53-357
Cambridge
(617) 253-6606
jorlingeagle.mit.edu

MA 02139
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Lewis & Clark College

Dept of Mathematical Sciences
Portiand OR 97219

shao wei, Pan

univ of Wisconsin @ Madison
Dept of Electrical & Comp Sci
1415 Johnson Dr
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(608) 262-9205
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+030 M, Patricio
University De Coimbra
Apartado 3008

3000 Coimbra

Portugal
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M, Nouri-Moghadam

Penn State University
Department of Mathematics
P O Box PSU
Lehman PA 18627-0217
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Rice University

Dept of Math Sciences

PO Box 1892

Houston TX 77251-1892

Brian, Ostrow

SBC/OC Services LP
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Chicago IL 60604

Laura, Palagi

La Sapienza of Rome
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Univergity of Florida
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303 weil Hall

Gainesville FL 32611

Terpolilli, Peppino
ELF Aquitaine

Av tarribau

Pau 64018 cedux
france

33 5983 4547

Kimberiy, Oates

John Hopkins University
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CONFERENCE THEMES

Large-Scale Optimization
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Network Optimization Methods

Parallel Algorithms for
Optimization Problems
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Jorge Moré (Co-chair)
Mathematics and Computer
Science Division
Argonne Natioral Laboratory

Jorge Nocedal (Co-chair)
Department of Electrical Engineer-
ing and Computer Science
Northwestern University

Jane K. Cullum
IBM Thomas J. Watson
Research Center

Donald Goldfarb
Department of Operations Research
and Industrial Engineering
Columbia University

Fundinggencies 7

SIAM would like to thank both ihe Air Force
Office of Scientific Research and the
Department of Energy fortheir partial support
in conducting this conference.

Organizing Committee

Tutorial on Numerical Optimization and Software
May. 10, 1982
Hyatt Regency Hotel
Chicago, Hiinois

Tutorial Description and Objectives

" The uscof optimization in industrial applications

and in other arcas of applied miathematics could
be greatly widened and enhanced if potential
users were made aware of the capabilitics of
existing algorithms and the availability of soft-
ware which implements thesé algorithms. Inthis
course. the lecturers aim to provide information
about algorithms and software to enable workers
in academia and industfy to make usc of modem
numerical optimization techniques.

The course will cover four main problem
arcas. Thescare nonlincarequations and nonlinear
least squares, unconstrained optimization, con-
stfained optimization, and global optimization.

Who Should Attend?

Academics. industrialists, and government re-
searchers in science, engineering and econom-
ics, who have found that optimization problems
arise in their work. Employees of companies
who create and distribute numetical sofiware,
and wish to leam more about the state of the
software market.

Recommended Background

A basic knowledge of computational lincar alge-
bra (Gaussian elimination, Cholesky decomposi-
tion. QR decomposition. eigenvalues and eigen-
vectors of symmetric matrices), and calculus for
functions of several variables (Derivatives.
Taylor’s theorem, and Lagrange’s theorem for
minimization problems with constraints).

Lecturers
Jorge J. Moré and Stephen J. Wright, MCS Divi-
sion, Argonne National Laboratory .

Jorge J; Moré played a lead role in the develop-
ment of MINPACK. a collection of high-quality
optimization subroutines distributed worldwide.
He is currently working on an expanded version
of this collection, with a focus on large-scale
optimization.

Stephen J. Wright is known for his contribu-
tionstooptimization and parallcl numerical meth-
ods. His recent work has been on algorithms for
constrained and nonsmooth optimization. and on
paralicl meihods for ordinary differential equa-
tions.

Informanonwill beprovidedahout the availability
of softwarc for different classes of optimization
probiems. Thiswill be ofimmediate benefit to the
appluations cammunity.,

PROGRA

Nonlinear Equations and
Nonlinear Least Squares
Jorge J. Moré and
Stephen J. Wright

9:00 AM

10:30 AM Coffee

11:00 AM  Unconstrained Optimization
Jorge J. Moré and
Stephen J. Wright

12:30 PM  Lunch

2:00PM  Linear Programming
Stephen J. Wright

3:00PM  Coffee

3:30PM  Nonlinear Programming
Jorge J. Moré and
Stephen J. Wright

430PM  Global Optimization
Jorge J. Moré

5:00PM  Discussion

530PM  Adjoum

! The ttorial will take place in Regency C. |
i coffec in Regency Foyer and luncheon |
i (lutorial only) in Regency D rooms of the |
i hotel. !
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Following are subject classifications for the
sessions. The codes in parentheses designate
session type and number. The session 1ypes are:
Invited (IP), Minisymposium (MS), Contributed
(CP), and Poster (P).
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Advanced Environments for
Optimization Software

Advinced Environments for Optimization
Software (MS10, page 10)

ADIFOR—Automatic Differentiation in
Forttan and Applications to
Optimization (MS17, page 13)

Cheap Gradients and Beyond: The
Promise of Automatic Differentiation.in
Optimization (IP6, page 11)

RIS S N

Algorithms for Optimization
Problems in Control
Control Problems I (CP7, page 9; P1.
page 9)
Control Problems IT (CP28, page 18)
Convex Optimization Problems Arising in
Controller Design (P4, page 10)
Optimal Control of Flexible Systems
(MS25, page 17)
Optimization in Control and Differential
Equations (MS15, page 12)
: Scheduling of Manufacturing Systems
E (IPS, page 10)
Stochastic Probiems (P1, page 9)

Global Optimization
Computational Global Optimization
(MS16, page 13)
Genetic Algorithms in Function
Optimization (MS23, page 17)
: Global Optimization (CP8, page 9,
\ . P2, page 14)
’ ! Simulated Annealing (CPS5, page 8)
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' Interior Point Methods
Finite Termination and Basis Recovery
Using Interior Point Methods for LP
(MS22, page 16)
Interior Methods for Large-Scale Nonhnear
Optimization Problems (IP2, page 6)
Linear Programming: Analysis and Theory I
(CP17, page 13; P1, page 9)
Linear Programming: Analysis and
Theory I {CP27, page I7)
Issues § (CP10, page 11)
Linear Programming: Computatioial
Issues II (CP20, page 15)
Recent Compitational Advances in Interior
Methods (MS1, page 6)
Recent Developments in Interior Point
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(IP8, page 15)

Recent Theoretical Advances in Interior
Point Methods (MS7, page 8)

.
__OPTIMIZATION

Large-Scale Optimization

Algorithms for Solving Large Nonlifear
Optimization Problems (IP7, page 15)

Bound Constrained P‘mblems I
(CP3, page 7)

Bound Constrained Problems 1T (CPZ2

_ page 16)

Dévelopment of Codes for Large-Scale LP,
QP arid NLP (IP1, page 6)

Large-Scale Nonlinear Optimization
(MS19, page 15)

Large-Scale Constrained Optimization 1
(CP1, page 6)

Large-Scale Constrained Optimization II
(CP11, page 11)

Parallel Algorithms in Optimization
(MS18, page 15)

Robust Optimization: Models and Solution
Strategies (MS8, page 8)

Quadratic Programming (CP13, page 11)

Sparse Matrix Problems (CP6, page 8)

Network Optimization Methods

Lafge-Scale Network Optimization: An
Assessment (IP9, page 16)

Network Flow Algorithm (MS12, page 11)
Network Optimization: Five Decades of
Applications (IP3, page 7)

Netwerk Opumnzation 1(CP4, page 8;

Pi, page 9)
Network Optimization I (CP24, page 16)

Optimization Algorithms
and Software

Advances in Operator/Matrix Splitting
Metkiods (CP14, page 12)

Advances in Proximal Point Methods
(MS6, page 7)

Combinatorial Optimization (MS2, page 6;
CP23, page 16; P1, page 10}

Constrained Nonlinear Optimization
(MS4, page 7)

Constrained Optimization I (CP9, page 9;
Pl, page 9; P2, page 14)

Constrained Optimization II (CP14,
page 12; P1, page 9; P2, page 14)

Constrained Optimization I (CP29,
page 18; P1, page 9; P2, page 14)

Convex Programming (CP16, page 12;
Pl page9; P2, page 14)

Complnnentanty (CP19, page 13)
Problems Involving

Elgenvalm - Part 1 (MS9, page 8)

Optimization Problems Invelving
Eigenvalues - Part 2 (MS24, page 17)

Optimization Problems Over Matrices

. (CP26,page 1)

Opmmuuon Algorithms and Software
(P1, page 10; P2, page 14)

Unconstrained Optimization (P2, page 13)

N w

Optimization Problems in
Applications

Global and Local Optimization Methods for:

Molecular Chemistry Problems
(MS21,page-16)

Optimal Design of Engineering Systems
(MS11, page 10)

Optimization Problems in Chemical
Engineering (MS3, page 6)

Problems “Off-the-Shelf” Ne ston Methods

" Won't Soive (MS 5, page 7)

Protein Folding—A Challenging

Optimization Problem (MS13, page 12)

Parameter Estimation and Data
Fitting Problems
Data Fitting Problems 1 (CP2, page 7;
P2, page 14)
Data Fitting Problems II (CP12, page 11)
Data Fitting Problems HI (CP21, page 15)
Minimax Problems (CP25, page 17)
Nonlinear Least Squares (CP18, page 13)

Get-Togethers
R

SIAM Welcoming Reception
7:00 PM - 9:00 PM
Sunday, May 10, 1992
Regency D
Cash Bar and assorted mini hors d’oceuvres.

Poster Session 1
6:00PM - 7:30 PM
Monday, May 11. 1992

Regency Ballroom
Come and join your colleagues in the exchange
of ideas with the presenters and others who
have interest in their work. During the session,
complimentary cer, assorted sodas, chips and
dips will be available.

Poster Session 2

6:00PM-T7:30PM
Tuesday, May 12, 1992

Regency Baliroom
Once again you are invited to join your col-
mgmmﬁ\ecxchangeof:deasgmﬂatedby

There will be acash

bmd:mnsthemm Chips and dips will be
complimentary.

BusinessMesting
SIAMAcuvnmeuponCipmm‘zaﬁn
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 Program-At-A-Glance

Saturday, May 9

_ Sunday, May 10 ’ Monday, May 11

6:00 PM-8:00 PM
Registration for Tutorial opens
Regency Ballroom Foyer

8:00 AM-4:00 PM 00
Registration for Tatorial opens Regency Ballroom Foyer
Regency Ballroom Foyer 815 Opening Remarks
9:00 AM-5:30 FM Jorge Moré

Tutorial Regency A/B

Reégistration for Conference opens

Regency C " | 830 IP1  Development of Codes for Large-Scale LP, QP and NLP

. - 630PM-9:00PM Roger Fletcher
Registration for Conference opens Regency A/B
Regency Ballroom Foyer 9:15 1P2 Intérior Methods for Large-Scale Nonlinear
Optimization Problems
Margaret H. Wright

Regency D Regency A/B )
10:00 Coffee and Exhibits Regency D

Organizer: Sanjay Mehrotra
Regency A/B

MS2  Combinatorial Optimization
Organizer: Francisco Barahona
Water Tower Room

Organizer: Lorenz T. Biegler
Toronto Room

CP1  Large-Scale Constrained Optimization I
Belmont Room

CP2  Data Fitting Problems I
Gold Coast Room

CP3  Bound Constrained Problems 1
Acapulco Room

12:00 Lunch

Thomas L. Magnanti
Regency A/B

MS4  Constrained Nonlinear Optimization
Ovoanizer: Richard H. Byrd
Le.gency A/B

Organizer: Virginia Torczon
Belmont Room

MS6é  Advances in Proximai Point Methods
Organizers: James V. Burke and Paul Tseng
Water Tower Room

CP4  Network Optimization I
Toronto Roem
CP5  Simulated Annealing
Acapulco Room
CP6  Sparse Matrix Problems
Gold Coast Room
3:50 Coffee and Exhibits Regency D

4:20 Concurrent

Organizer: Kurt M. Anstreicher
Belmont Room

Organizer: John M. Mulvey
Toronto Room

"Organizer: Michael L. Overtori

. New Orleans Room

CP7  Control Problems I
1;\capu¥éo Room

- . CP8  Gilobal Opiimiz

Gold Coast Roon:

. . CP9  Constralned Optimization I

Water Tower Room
6:00 Poster Session I

10:30-11:50  Concurrent Sessions (Minisymposia and Contributed)
‘MS1  Recent Computational Advances in Interior Point Methods

MS3  Optimization Problems in Chemical Engineering

1:30 IP3  Network Optimization: Five Decades of Applications

2:30 Concurrent Sessions {Minisymposia and Contributed)

MSS  Problems “Off-the-Shell” Newton Methods Won't Solve

Sessions {(Minisymposia and Contributed
MS7  Recent Theoretical Advances in Interior Point Methods

MS8  Robust Optimization: Models and Solution Strategies

MS$  Optimization Problems Involving Eigenvalues - Pait 1672
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% Tuesday; May 12 : Wednesday, May 13 E
: : 7:30 Registration Opens 7:30 Reégistration opens E :
: N o Regericy Ballroori Foyer Regency Ballroom Foyer H
3 : % 8:30 1P4  Convex Optimization Problems Arising in Controlier Design 830 197 A!gorithms for Solving Large Nonlinear Oplimizatlou !
E . K Stephen Boyd : !
§ Regency A/B Mc_holas IM. Gould i
3 i . 9:15 1IPS  Scheduling of Manufacturing Systems Regency AB . [
? , . P.R. Kumar 9:15 IPS  Reécent Developménts ifi Interior Point Methods for ;
q 10:00 Coffee and Exhibits Regency D Michael J. Todd
P 4 10:30 Concorrent Sessions (Minisymposia and Coatributed) : Regency AB ’~
P L MSI0  Advanced Environments for Optimization Software 10:00 Coffée and Exhibits Regency D :
H : i Organizer: Robert Fourer 10:30 Céncurrent Sessions ( {Minisymposia and Contributed) 3 :
: J Water Towsr Room Msi8 ‘l;arallel Algonthl:"m in Optimization i
P MSI1  Optimal Design of Engineéring Systems : raanizer: Stephen J. Wright ~
Organizer: Omar N, Ghattas  Regency AB !
; : : Regency A/B MS19 (l;argc'Su!; :;mlg_lear Optimization )
- : N . rganizer: Philip E. Gill E :
S CP10 mmmg Computational Issues I Toronto Room :
rge-Scile Constrained MS20  Complexity Issues in Nuinerical Optinization 2 !
3 p cril m Optimization II Ofgan;‘zer: Stephen A. Vavasis 3 .
H ‘ 4 i ‘0 . Acapulco Room
H ; i )
P E P2 o Conoom CP20  Linear ngnmmng Computitional Issues If ; ;
: : ; N eimont Room i
i ; cri3 Qm"’i‘"‘»“:m’ Topramming CP21  Dats Fitting Problems IIi ‘
: : 3 12:00 Lunch Water Tower Room i
I B Bound Constrained Problems I ’
3 1:30 1IP6 Chquudﬂgdeeyond:lherbormmc crz Gold Coast Room s 3 '
i Andreas Griewank 12:00 Lunch ; ,
3 ’ I Regency A/B 1:30  IP9  Large-Scale Network Optimization: An Assessment E .
: 3 2:30 Concurrent Sessions (Minisymposia and Contributed) Michael D. Grigoriadis ; :
P k MS12  Network Flow Regency A/B .
7 James B. Orlin 2:30 Concurrent Sessions (Minisymposia and Contributed)
B ; Belmont Room MS21 gmmlnd Local Optimization Methods for Molecular
! : . MSI3  Protein Folding~A Challenging Optimization Problem strv Problems
, ; Organizers: David M. Gay and Margaret H. Wright Organize: . Robert B. Schnabel
;: R.ewy AB Belmont Room E .
H MSI14  Advances in Operator/Matrix Splitting Methods MS22  Finite Termination and Basis Recovery Using Interior-Point 3 i
: Organizers: Paul Tseng and James V. Burke Methods for LP : ;
Toronto Room grgamzer};;;mr S. El-Bakry
| cPM4 (A:wmpnmiumn P Svmg “; il Opimizas
P ater 1ower Room
; CP1S  Unconstrained Minimization : !
Water Tower Room CcrPu ¥mﬁwkkopﬁminﬁmn E
00m b
Convex Programming 3
i Cri6 God Coust oo CP2s  Minimax Problems
eapulco oom
: 3:50 Coffee and Exhibits Regency D .
- CP26 Optimization Problems over Matrices
b MS15 mnc«wmm«éﬂnm ) Gold Room !
H 1 Belmont Room 4:20 Concurrent Sessions ﬁh&yﬂpﬁhmmwed)
: ; MS16  Computationa! Global Optimization MS23  Genetic Algorithms in Function Optimization
: Organizer: I B. Rosen Organizer: David Levine
New Orleans Rbom. ) Acapulco Room . ) .
¢ MSI17  ADIFOR--Aiitimatic Differentiation in Fortran and MS24  Optimization Problems Involving Eigenvalues - Part 2 of 2 .,
ki Applicitiens to Optimization ‘ Organizer: Michael L. Overion ;
Organizers: Christian Bischof and George Cotliss Belmont Room '
E3 Acapulco Room -~ MS25 (O)M Co;;;olwof Flexible Systems :
4 i Pr S rganizer: MR. Nouri-Moghadam .
% CcP17 wawml ) Water Tower Room H
E; Waer'!‘ower Room ~ L. Régéncy A/B H
z ¥ Tower Room .
1 CP19  Linest Complésientarity ; CP28  Coatrol Probless If )
%}‘ Gold Coast Roorkk o ] ) e GoidComRm =
-’ii Regency AB B Toronto Room -
3 7:30 Busisess Mesting (£ ) Confereace Adjonrns
£ SIAM Adtivity Group on Optimization
=2 Belmont Room
i 5
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=
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7001R¢g¢ncy Bailroom Foyer
Registra opens

8: ISIRegem:y A/B P

Opening Remarks
Jorge Moré, Afgonfie National Laboratory

8:30/Regency AIB

IP/Chair: Michael 1.D. Powell, Cambridge
University; United Kingdém_

Development of Codes for Large-Scale LP,

QP and NLP

Large-scale LPand QP problems arisedirectly, and

as subproblems in the solution of Miked Integer
Programming and Nonlinear Programming prob-
fems. Insuch applications it is of particular impor-
tance that the algorithms are 100% reliable, be-
cause there is no scope for user intervention.: Ob-
taining reliablity in the presence of degeneracy, ill-
conditioning and round-off error has been a main
feature of research. Another important issue bas
been the use of generalised elimination schemes in
QP and NLP whichallow the effectivé use of sparse

matrix methods. In these schemes sccond order-
information is haridled through a dense repfesénta:

tion of the reduced Hessian matrix and global con-
vergence is assured by the use of an I-1 lifie séaich
with second order comections using & tmstxegxon
framework. The speaker will discuss various.as-
pects of the implementation of such a scheme.

Roger Fletcher
of Mathematics and Computer Science
University of Dundee, Scotland

9:15/Regency AlB

IP2/Chair: Michael 1.D. Powell, Cambridge
University, United Kingdom

interior Methods for Large-Scale Nonlinear

Optimization Probiems

Since 1984, substantial attention has been Javished
on interior methods for constrained optimization,
with increasing focus on nonlincar problems. Inte-
rior me hods are closely related to classical barrier
techniques of the 1960's which fell from favor
because of their apparent inefficiency compared to
approaches such as sequential quadratic program-
ming methods. Interior methods can become &
visble solution aitemative for nonlinear problems
only after resolution of several generic issues of
algorithmic structure and convergence. Their ap-
plication to large-scale problems necessarily in-
volves sparse linear algebraic procedures that can
overcome the inherent ill-conditioning associated
with the baitief Hessian, The speaker will describe
several promising stfategies in interior méthods for -
large-scale nonlinear problems.

H. Wright
AT&T Bell Laboratories

10:00/Regency D
Coffee

LT

16.-30-11.-5’()"
Concurrent Sessions
{Minisymposia and.Contributed) . -

MSIiRegency A/B
Recent Computational Advances in intérior

Point Methods

‘The speakers in this minisymposium will present
recent developments on the implementational as-
pects of interior point methods for linear and
nonlinear optimization problems. They will dis-
cuss néw algorithms and linear algebra techniques
developed due to implementational néeds of these
toethods. The algorithms and techniques inclide
pred:cmr—cormctor inethods, the use of conjugate
gradient methods, matrix factorization schemes for
syimmetric indefinite mamc&s,andcrossmg overto
simplex method from interior solutions.

Organizer: Sanjay Mehrotra
Northwestern University

10:30 Interior Point Methods for Large
Scale Quadratic Programming
David Shanno, Rutgers University and
. Tanii Carpenter, Princeton University
10:50 Primal-Dual Symmetric Formulations
of the Predictor-Corrector Method
for QP
R.J. Vanderbei, Princeton University
11:10  Solving Symmetric Indefinité Systems’
in Interior Point Methods
Sanjay Mehrotra, organizer and Robert
Fourer, Northwestern University
11:30  Switching from Interior to Vertex
Solutions in OSL
JA: Tomlin, IBM Almaden Research
Center and 1.J.H. Forrest, IBM Thomas
J. Watson Research Center

MS52/Water Tower Room
Combinatorial Optimization
The speakers will address algorithmic and polyhe-
dral aspects of several combinatorial problems.
They will discuss finding maximum weighted for-
est with degree constraints and related problems,
delta-wye transformations of planar graphs as a
reduction technique for combinatorial problems, a
polynomial algorithm forminimum weighted bases
of vector spaces, and the 2-connected subgraph
problem.
3 - Francisco Barahona
IBM Thomas J. Watson
Research Center

10:30  The Degree Constrained Forest

Problem

Bruce Gamble, Northwestern University
10:50  Deita-Wye-Delta Reducibility of

‘Three Terminal Planar Graphs

Isidoro Gitler, University of Waterloo,

Canad

11:30 Minimnm Weight Bases for Vector
David Hartvigsen, Northwestern
University

i Algorithnsic and Polyhedril Results

ﬁ‘uﬁa

wnhmm:pmmmmn

MS3iToronto Room
mization: Problems in Chemical
Engineering .
Chemical eugineering apphcauons have long been
arich sourcé of complex and challenging optimiza-
tion problems. Applicationsinclude the analysisof
Taboratory and plant dita; design of chemical pro-
cesses, process cofitrol and opération, and planning
and scheduling tasks.” The engineering models
consist of sets of nonlinear algebraic and differen-
tial equations that may include several thousand
variablzs and in many cases involve nonsmooth
and discontinuous relations and discrete decisions,
The speakers in this minisymposium will pro-
vide an overview of process optimization problems
by industrial practitioners. They will discuss prob-
lems from reactor optimization, overall process
opum:muon, and incorporation of process dynam-
icsintothe pmblem formulation. The speakers will
emphasize the unique features of cach application
and describe current methods used in their solution.

Organizer: Lorenz T. Biegler
Carnegie Mellon University

10:30 A Concise Overview of Chemical
Engineuingﬂpﬁinimﬁon Applications
Lorenz T. Bxegler, organizer

10:50 Theorétical Modeling of Amoco’s
Gas-Phase Horizontal Stirred-Bed
Reactor for the Manafacturing of
Polypropylene Resins
Michael Caracotsios; Amoco Chemical
Company

11:16  Optimization Using Process
Simulators

Hern-shan Chen and Thomas P. Kisala,

Aspen Technology, Inc., Cambridge, MA
11:30  Large-Scale Process Optimization

with Differéntial Equations

AM. Morshedi, DOT Products, Inc.

CP1iBelmont Room
Optimization |
Chair: Gianni Di Pillo, Universit4 di Roma
“La Sapienza”, Italy

10:30  Recursive Components in Large
Optimization Models
Ame Stolbjerg Drud, ARKI Consulting
and Developmt A/S, Denmark

10:50 Numerical Experience with
LANCELOT (Release A) in Large
Scale Nonlinear Programming -
A. Conn, IBM Thonias J. Watson
Research Center; N. Gould,

- Rutherford Appleton Laboratory,

United Kingdom; and Phillippe Toint,
Facultes Universitaires Notre Dame de
1a Paix, Belgium

11:10  Singularities in Large-Scale
James D. Guptill; Surya N. Pamaik and
Laszlo Berke, NASA Lewis Research

'IheAuospéceC«porauon -
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CP2iGold Coast Room
Data Fitting Problems | Co
Chair: C. Lemarechal, INRIA, France -

10:30 POSM A Nonlinear Opﬁminﬁon
Program Suitable for Engineering
Shao Wei Pan and-Yu Hen Hu, :
University of WiSconsin;

Madison

10:50 A Companson of Somie Methods for

Estimatinig Rate Constants in
eiical Kinetics

Per-Ake Wedin, University of Umea,
Sweden and Lennart ;
Edsberg, Royal Institute of Technology,
Sweden

11:10  Onthe EM Algorithmand a
Generalization of the Proximal Point
Method
Alvaro Rédolfo de Pierro, Universidade
Estadual de Campinas, Brazil

11:30 Experimental Data Integration in
Large Scale System Analysis
L. Michael Santi, Christian Brothers
University and Joan P: Butas; NASA,
George C. Marshall Space Flight Center

CP3/Acapulco Room o
Bound Constrained Problems |
Chair: Panos Pardalos, University of Florida

10:30  Bounded Least Squares for PET
LindaKaufman, AT&TBelliabommncs

10:50 DstaParallel Quadrauchgnmmmg
Probleins

Jill Mesirov and Mike McKennz,
Thinking Machines Cutporation
and Stavros A. Zenios, University of
Pennsylvania

11:10 Maﬁvdy Paraliel Solution of

Quadratic Programs via Successive

Gva-rehu
Renato De Leone and Mary A. Tork
Roth, University of
Wisconsin, Madison

11:30  On the Effects 6f Scaling on Projected
Gradient Methods for Solving Bound
Coustrained Quadratic Prograniiing
Problems
Jesse L. Barlow, Pennsylvania State
University and Gerardo Toraldo,
Universitd della Basilicata, Italy

i B ]

12:00-1:30
Lunch’

1: 301Regency AIB
IP3/Chair: Jorge Nocedal;

__ - . . Northwestern University
Network Optimization:- Five Decades of
Applications ~
Evolvmg in thié Best tradition of apphed mathemat-
ics, network oOptiriization is.a subjcct that is
gmundedmtheoxyandmsesmammmkably wide
variety of problem dommiains. It poses considerable
chailenge. for modelmg, algorithm development,
and eﬁiczem Coftiputation. Drawing upon almost
network flows co-authored by R. Ahiija, J. Orlin
and TL. Magnanu. speaker-will provide an
overview of a variety of fields, including computer
andcommunications systems, distribution and trans-
pertation systems, engineering, management sci-
ence, manufacturing, production and inventory
planning, the medical sciences, and the social sci-
ences and public poiicy.

Thomass L. Magnanti

Sloan School of Management and Operations
Research Center

Massachusetts Instntute of Technology

'2:30:3:50

Concurrent Sessions
{Hﬁﬁsymdasn&}onﬁlbuted)

MS4/Regency AIB
Constrained. Nonfinéar Optimization
The speakersin the minisymposium will discuss
newalgom}uns for solving nonlinearly constrained
optimization problems. Thesc optimization prob-
lems occur in applications such as engineering
design, industfial process control, data fitting and
trajectory control. For small to mediuni size prob-
lems with exact data, the meihod of choice has
come to be some version of successive quadratic
programming {(SQP), but for large or noisy prob-
lems other approaches must-be developed. The
speakers in the minisymposiutii will present some
extensions of SQP and discuss some totally differ-
ent approaches.
Organizer: Richard Byrd

University of Colorado

2:30 A Truncated SQP Algorithm for
Large-Scale Nonﬁnm Propromming

Paul Boggs, Nwonal Institute of
Standards and Technology and Jon W.
Tollé; University of North Carolina,

Chapel Hill
2:5¢  ADirect Search Mahod that Employs
Qiﬂdnﬁc' dratic Model Functions
M:ID. Powell, Cafnbndée University,
Unitzd Kingdom .
3:10 :\i\lﬂu‘ M?ﬁ! A‘goﬁﬂun_ m for
Leon Lasdon snd Giig Xu' Umversxty
s of Texas,Atiﬁﬁ, and-Johin C. Plumimer;
Staze University

ichar FEaTizer and Jorge
Nocedal, Nmmwmm University

MS.ﬂBelmonr Room

Problems “Off-the-Sheif” Newton Methods
Won't Solve

There are imporiant optimization problems. from a
variety of applications aféas, for which standard
“off-the-shelf" quasi-Newton friethdds donot work
and in fact; usudisy perform quite’ badly. These
problems_arise ‘in such areds as biotechnology,
control, électrical enginéeting, aid géophysics. All
the pmblems share certain features. First, the func-
tion evaluation routines are expensive to compute.
Second, analytic expressions for the derivatives ae
difficult to obtain and finite-differéiice gradien:
are not trustworthy. Third, the underlying function
may not even bé differentiable. Fourth, while local
solutions are often of interest, the global solution is
usually désired:

“The speakers will present some of these prob-
lems and describe their efforts to solve them. They
will disciiss altéfnate optimization methods that, in
certain instances, are more appropriate for some of
the problems under consideration.

Organizer: Virginia Torczon
Rice University

2:30  Control System Radii and Nonstand-
ard Optimization Problems _
John A. Burns and Kimberly Qates,
Virginia Polytechnic Institute and State
University and Gunter Peichl,
Universitat Graz, Austria

2:50  An Algofithm for Optimizing

©  MESFET]

Paul A. Gilmore and C.T. Kelley, North
Carolina State University

3:10  Optimization Techniquies for,
Molecular Structure Determnination
Michael E. Colvin, Richard S, Judson
and Juan Meza, Sandia National
Laboratories

3:30  Velocity Estimation: A Difficult
Nonlinear Optimization Problem
from
William W._ Symes, Rice University

MS6/Water Tower Room
Advances in Proximal Point Methods
The proximal point method constitutes one of the
most powerful and versatile tools available for
optimization and. in general, for solving monotone
operator equations. Applications of this method
give rise to numerous well known techmqu&s for
convex and convex-concave programming, such
as powerful splinting techniques, thus making it
potcnually well suited for !arge-scale Pprogram de-
composition and massively parallél Sotfiputation.
Thespeakersinthisminisymposium will present
some of their recent results with a focus ot new
algorithms using the proximal point method and
new implementationis. Recenit 3dvances in the
convergence analysis of these algorithms, includ-
ing techniques for accelerating convergence, will
also be discussed.

Organizers: James V. Burke and Paul Tseng
University of Washmgton

2:30  Newton-like P Pmﬁmal Pomt Meﬂlaa.
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3:10  Convergence Rates of Proximal Point
Algorithms for Convex Minimization
Osman Guler, Delft University of
Technology, The Netherlands

3:30  Partial Proximal Algonthms and
Partial Methods of Multipliers: The
Quadratic and Entropy Cases
DiminriBertsekas, Massachuseits Institute
of Technology and Paul Tsefig, Organizer

CP4{Toronto Room
Network Optimization |
Chdir: Gordon H. Bradley,
Naval Postgraduate School

2:30 A Generic Auction Algorithm for the
Minimum Cost Network Flow Problem
Dimitri P. Bertsekas, Massachusetts
Institute of Technology and David A,
Castanon, Boston University

2:50  AnEfficient Implementation ofa
Network Interior Point Method
Mauricio G.C. Resende, AT&T Bell
Laboratories and Geraldo Veiga,
University of Califomia, Berkeley

3:10  LSNNO, a FORTRAN Subroutine for
SolvmgLarge-scﬂeNonllanetwork
Optimization Problems
Daniel Tuiytténs, Faculte Polytechnique
de Mons, Belgium

3:30  AClassof Trust Region Algorithms for

Anniick Sartenaer, Facultes Universitaires
Notre Danié de la Paix, Belgium

CPSiAcapulco Room

Simulated Annealing
Chair: Robert Schnabel,
University of Colorado, Boulder

2:30  Classification Tree Optimization by
Simulated Annealing
Richard S. Bucy, University of Southemn
California and The Aerospace
Corporation and Raymond S. DiEsposti,
The Aerospace Corporation

2:50  EnsembleSimulated Annealing for
Parallel Architechires
Peter Salamon, Luging Wang, Andrew
Klinger and Yaghout Nourani, San
Diego State Umversnty

3:10  The Demon ¢
Theo Zimmérmann and Peter Salamon,
San Diego State University _

3:30 BmtmmhgwuhSimulMed
Al

Michael D. Collins and W.A. Kuperman,
Naval Research Laboratory,
Washington, DC

CP6iGold Coast Room
>4,

230 A Sparde Updatig Approach to Prob-

2:50 A New Iterative Method for Solving
Symnietric Indefinite Linear Systéms

Arisiing in Optiimization
Roland W. Freund, NASA Amies
Reseaich Center and Hongyuan Zha,
Stanford Univefsity
3:10  Preconditioned Iterative Techniques
-for Sparse Linear ra Probleins
Arising in Circuit Simulation
William D: MéQuain, Calvin J. Ribbeéns
and Layne T. Waiion, Vifginia
Polytechiic Institite and State
University aiid Robert C. Melville,
AT&T Bell Laboratories
3:30  Graph Colorlng and the Estimation of
Sparsé Jacobian Marices Using Row
and Coluinn Partitioning
Trond Steihaug and A K.M. Shahadat
Hossain, University of Bergen, Norway

3:50/Regency D
Coffee

4:20-5:40
Concurrent Sesslons
(Minisymposia and Contributed)

MS7/Belmoni Room .

Recent Theoretical Advances in interior
Point Methods

The last two yéars have seen considerable progress
in the theoretical analysis of interior point methods
for linear and nonlinear programming and
complementarity . Somé highlights of
this work include the development of long step path
following algorithms for Linear and nonlinear pro-
gramming, the determination of general conditions
for convergence in primal-dual algorithms for LCP,
new, stopping criteria for linear programming that
apply to degenerate problems, and the unification
of global and local convergence theory for primal-
dual methods. Continued progress on the theory of
interiof point methods promises to beth improve
the theoretical complexity of algorithms and con-
tribute to the development of methods with im-

proved practical performance.
Organizer: Kurt M. Anstreicher
University of Iowa
4:20  Toward Probabilistic Analysis of
Interior-Point Algontl;?s for Linear
- 1of2
Yinyu Ye, University of lowa

4:40  An Artificial Self-Dual Linear

Program

¥asakazu Ko:’/mm, Trg?yo Ins}'t;tutc of
échnology; Japan; Nimrod Megiddo,

IBM Almaden Research Center; Shinjo

Miiuno, The Insume of Smt:stml

Mathematiés; J andAhko

Yoshise; Umvemty of Tsukuba, Japan

5:00 OntheConvumoltheltaaﬁon“

.Sequeaeeinﬁimal-nuallutm
- Tolnt Methods,
, .waudTapm.Rxcel}mvamty
™" Fucionstor ety oo
i . - «Noalintar Prograies. .
. C!ovnsC.GonnggPeduﬂthnvus:ty
Of:RnoacJaﬁeim,Bmd

MS8/Toronto Room

Optimization: Models and Solution
Stratagies
This mmxsymposmm takes up the theme that solu-
tions to optimization problems oughtto be robustin
the face of imprecise data. The motivation for this
themeé is the observation that real-world empirical
data possess unavoidable degrees of noise.

The speakers in this minisymposium will dis-
cuss robustmodels, solution strategies using paral-
lel/dxsmbutedcomputm, and generalized sensitiv-
ity analysis. They will emphasize practical proce-
dures.

Organizer: John M, Mulvey
Princeton University

4:20  General Modeling Framework for
Robust Optimization
John M., Mulvey, organizer

4:40  Decomposition and Robust
timization

Op
Bock Jin Chun and Stephen M. Robinson,
University of Wisconsin, Madison
5:00  Robust Optimization: Massively
Paraliel Solution M
Stavros A: Zenios, University of
Peansylvania
5:20  Robust Optimization: Interior Point
Solution Methodologies
Rabert J. Vanderbei, Princeton
University

MS9INew Orleans Room
Optimization Problems Ifivoiving Eigenval-
ues -Pant 1 of2
Opmmmnmproblemsmvolvmgc:gmvaluﬁanse
in a wide variety of applications. These problems
are interesting for several reasons, one being that
the eigenivalues of a matrix are not smooth func-
tions of the matrix elements at points in parameter
space where multiplé eigenvalues occur. Noncthe:
less these problems- have @ rich structure and
nonsmooth optimization techniiques can be applied
very fruitfully.
cuss anumber of different classes of such problems
which arise in diverse application areas.
Organizer: Michael L. Overton
Courant Institute of Mathematical
Sciences, New York University

4:20  Semi-definite Programming : Duality

Theory, Eigenvalue Optimization and

Combinatorial Applications

Farid Alizadeh, University of Minnesota
4:40 geasum for Symmetric Rank-one

pdates . L
Henry Wolkowicz, University of
Waterloo, Canada

5:00  Shape Optimizing Eigenve'ues of the
Laplacian

Jean- PnemHacheﬂy,Fmdmm
Umvetsxty

5:20 Boundstorl-':igeuulnsmds{nguh-
Values of Matrix Completions
HugoWoerdeman. College of William
and Mary
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CP7/Acapulco Room
Control Problams |
Chair: William Hager, University of Florida

4:20  Advantages of Differential Dynamic
Programming Over Stage-wise
Newton’s Method for Optimal -
Conttol Problem
Christine A. Shoemaker and L:—Zlu
Liag, Cormell UritVersity

4:40  Applications of Structired Secant
Approaches in Hilbert Space
1. Huschens, Universitit Trier, Germany

5:00  Solution of a Nonlinear Boundary
Control Problem by Reduced SQP
F.-S. Kupfer and EW, Sachs,
Universitiit Trier, Germany

5:20 A New Homotopy Method for Solving
the 2 Optimal Model Reduction -
Problem
Yuzhen Ge and Layne T, Watson,
Virginia Polytechnic Institute and State
University and Emmanuel G. Collins,
Jr., Harris Corporation, Melboume, FL

CP8IGold Coast Room
Global Optimizat'on
Chair: Regina Hunter Mladineo, Rider College

4:20  An Application of Semiinfinite
Programming Methods to Nonlinear
Approximation Problems
Miroslav D, Asic, Ohio State University
and Vera V. Kovacevic-Vujcic,
University of Belgrade, Yugoslavia

4:40  New Method of a Global Optimization
Alexander A. Bolonkin, Courant
Institute of Mathematical Sciences, New
York Universit

5:00  Efficient Hybrid Techniques for
Solving Some Global Optimization
Problems

Luis N. Viceizze and Joaquirh J. Judice,

Universidade de Coimbra, Portugal
5:20  Potential Transformation Methods

for Global Optimization

Jack W. Rogers, Jr. and Robert A:

Donnelly, Auburm Univérsity

CP9/Water Tower Room "
Chair: Paul Boggs, National Institute of
Standards and Technology

4:20 A Ghbal Convergenee‘l‘beory fora
Trust Region Algorithm for
Constrained
3. E. Denais, Ji. and Maria Cristina
Maciel, Rice Umvcrsxty

-4:40 Anhp!idt'l‘mstkegiom\lgoﬂthm
Optimization -

for Counstrained
FredchommandGmeme
szmy.!NR!A ance
5:00  Numerical witluMer‘t”
Function for Colgsiraims
Anmonyj.stky;kweu 'vem:y
s: mmmumm
. ‘MM* T ‘r.»{&- -
Markfﬂmodandmmu'rva

T T T
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v’londay Aftern

G:00/Regency A'"

Poster Session 1 . :
(During the session, complimentary beer, assorted
sodas, chips and dips will be available.)

LINEAR PROGRAMMING -
Parallel Estreme Poiit Algorithins for Linear

Mohan Sodhi and John Maméi, University of
Califomia, Los Angeles

An Algorithm for a Class of Continvors

Linéar Programs

Malcolm Craig Pullan, Judge Institute of
Managemeit Shidies, Cambridge, United
Kingdom

New Diyaetions for Progress in Linear and

Nonlinea: Yrogramming

Victor Pan; Lehman College, City University
of New York, Bronx
Perturbation Analysis of Hoffman’s Bound for
Linéar Systems,
Zhi-Qiian Luo, McMaster Univeisity, Canada
and Paul Tseng. Umversuy of Washington,
Seattle

Stabi'ity of the Optimal Solution of a Linear
Program to Simultaneous Perturhations of All

Jm Rohn. Gharles University, Czechoslovakia
Interval Methods for Degenerate Linear

Frank Plab, Univensity of Edi~“w:gh,
Scotland

Opﬁmimﬁou of Largc Structiral Systems by
sing Karmarkar’s Method
S Hernandez, J. Mata, and J. Doria,
University 6/ Zaragoza, Spain
A Modified Termination Rule for
Karmarkar's Algorithm .
JN. Singh, College of Business Management,
India and D. Singh, Indian Institute of
Technology, India -

Applications of Linear Programniing to
Meédical Diagnosis
Xu Shu Rong, Zhongshan Univefsity, China

Interior Point Methods with

Projective
. Ofsqrt(n)L) Step Complexity

Donald Goldfarb, Columibia University and
Dong Shaw, Rider College

CONSTRAINED OPTIMIZATION
Barrier Me}hods for Large-Scale Nonlinear

Stephent Nash and Ariela Sofer, George
Masmljnivmi@y
Image Réconstiuction from Noisy Projections:
A Regulatized Dual-Based Iterative Method
Alfredo Noel Tusem, Instituto de Matematica
Putac Aplicada, Brazil

NumﬁulExpermwithmeModiﬁed
Barrier Functions Method for Linear-
Constraidéd  Probiei

David Jésisen, Romén Polyak and Rina R,
: Cmsa:m, iy, TBM Thomas J. Watson Réscarch
Senter

Problemt with C Vaiisbles
Euuleﬂaddad,Vungo!y!cduucmsunne
and State University

e
-t i

CONTROL PROBLEMS

Optimization of Intéractions inan
Interconnected Systemn
Renald A, Perez, University of Wisconsin,
Milwaukee :

Hierarchical Controls in Stochastic
Manufacturing Systems with Convex Costs
S. Sethi, Q. Zhang, and X.Y: Zhou, University
of Torunto, Canada

Methods of Solution of Boundary Value
P1oblem of Optimal Theory
Alexander A. Bolonkin; Courant Institute of
Mau.ematical Sciences, New York University

On Certain Optimization Problems in Banach

Spaces with Nonsmooth Equality ConsLaints
Urszula Ledzewicz-Kowalewska, Southern
Tllinois University. Edwardsville and
Stanislaw Walczak, University of Lodz,
PolanG

STOCHASTICPROBLEMS

Comparative Study of Stochastic Approxima-
tion Algor"ht'\s in the Multivariate Kiefer-
Wolfowitz &_.ting

Daniel C. Chin, Johns Hopkins University

NETWORK OPTIMIZATION
Comparison of Approximate and Exact
Solution Methods for Network Location
Problems

Geraldo R. Mateus, Universidade Federal de
Minas Gerais, Mexico and Jean-Michel Thizy,
University of Ottawa, Cznada

Sensitivity of the Time Bounds for Network
Flow Path Searches when Critical Nodes are
Altered .
Andrew W, Harrell, U.S. Army Waterways
Experiment Station
An Implementation of a Parallel Interior Pokit
Method for Multicommodity Flow Problems
Guangye Li, Rice University and Irvin J.
Lustig, Princeton University

A General Overshipment Solution to
‘Transportation Problem of Three Dimensions
N_oih N. Mikhail, Libénty University
AnAlgorithm for Solving the Cost Optimization
Problem in Precedénce Network
Miklos Hajdu, Technical University of-
Budapest, Hungary
Redistribution Transport Means the Traffic in
the Area of Subway is Shut |
Aleksander Mishenco, Plekhianov Academy
of National Economy, Russia )

M. A. Foibes, J. N, Holt, P. J. Kiiby, and
A M Waus,Umvusuyonuemshnd,
Australia

B e
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COMBINATORIAL OPTIMIZATION

A Primal-Dual Interior Point Method with
Cutiing Planes for the Linear Ordering
Problem
John E. Mitchell and Brian Borchers,
Rensselaer Polytechnic Institute

Three Approximation Algorithms that
Minimize the Rectilinear Steiier Tréeona
Hypercube Network
Tao Zhou and Dionysios Kountanis, Westem
Michigan University
Aiternating Sequences Relative o Maximum

Independent Sets of Independe:ice Systems
Tao Wang, John's Hopkins University

Maximizing the Visibility Area from a Point
Mloving on a Curved Segment
Lambros Piskopos and Dionysios Kountanis,
Western Michigan University

Practical Heuristics for Scheduling Precedence

Graphs onto Multiprocessor Architectures
Kiran Bhutani and Abdella Battou, Catholic
University of America

Minimizing Cofnmunication inDomain

Decompoesition via Minimuni-Périnieter Tiling
Jonathan Yackel and Robert R. Meyéf,
University of Wisconsin, Madison

Transfer Method for Optimization on Non-
T-ansitive Binary Relations
Jianxin Zhou, Texas A&M University,
College Station
Integer Search Method
Wu Xingbao, Wuhan College of Metallurgic
Management Cadre, People’s Republic of
China

OPTIMIZATION ALGORITHMS
ANDSOFTWARE

Newton Modified Barrier Function Complexity

for Quadratic Problems
Aharon Melman, California Institute of
Tech.,ology and Roman Polyak, IBM
‘Thomas J, Watson Research Center

Interior Point Algorithms and Dynamic
Systems
Zai-yun Diao, Shandong University, Peopie’s
Republic of Chiria

Modeiling of an Eeonomic Incentive Approach
in Environméntal
A.D. ka\m,WaxerPxoblansInsnmte of the
USSR Academy of Sciences Sadove-

Cherrogriazskaga, Russia
The Optimization with Forinaily-Undefined
Criterion
Mikhael Aron Alexandrov, Moscow
Geological-Prospecting Institute, Russia
OpﬁmmmeodeﬁngfeeralNetworks
and Mathematical Biology
Richard S. Segall, Eastern Kentucky
University
Optimal Reguiarity of Equilibria and Material
Instabilities
Salim M. Haidar, Northern Michizan
University
mmmmm
Guangxiong Fang, Danicl Webstet College
and]ackana,NorMunUmvasuy

7:30/Ballroon Foyer
Registration opens

8:30/Regency AlB

1P4/Chair: Jane K. Cullum, IBM Thomas J.
Watson Research Center

Convex Optimization Probiems’ Ansmg in

Controller Design

Many problems mcontrolsystem designand analy-
sis can be cast as convex fondifferentiable optimi-
zation problems. In many cases these problems
come far closer to the “rcal” engincering design or
analysis problem than any problem for which an
“znalytic” solution is known. The cost, of course,
is that solving such a problem requires more com-
putation than'solving a problem that has an “ana-
Iytic” solution. However, great advances in com-
puter power and the development of poweiful spe-
cialized algorithms for convex nondifferentiable
optimization problems mean that these problems
will have great practical relevance in the fucure.
Indeed, in somecasesthese problemscan be solved
so quickly that the engineer can manipulate the
problem parameters (design specifications) and
view thie resulting solution (design) in real time.
Several iéthods have been successfully ap-
plied to thése problerms: The ellipsoid algusithin of
Shor, Yudin, and Nemirovsky has proved reliablé.
and inierior point methods recently devéloped by
Nesterov and Nemirovsky and others show great
promise.
Stephen Boyd
Information Systems Laboratory
Department of Electrical Engineering
Stanford University

9:15/Regency AIB
{P5/Chair: Jane K. Cullum, IBM Thomas J.
Watson Research Center
Scheduling of Manufacturing Systems
Manufacturing systems consistof severatmachines
producing several types of parts. Machines are
subject to various distuptions such as random fail-
ures, yield lossés, andprmmgmncanddunand
changes. Nevertheless, it is important to dynamii-
cally'schedulé them in real-time to prodiice all parts
in the required numbers, at close 1o their due dates,
while keeping work-in-process and manufactuing
lead times small. In this presentation, the speaker
will address some of the issues involved in effi-
ciently running manufacturing systems, with a spe-
cial focus on problems from the semiconductor
industry.
P.R. Kumar
Department of Electrical and Computer
Engineering, and Coordinated Science Laboratory
University of Illinois, Urbana-Chamgaign

10:00/Regency D
Cofte¢

10:30-11:50
Concurrent Sessions

(Minisymposia and Contributed)

MS10/Water Tower Room
Advanced

Software

Successful optimization methods must be more
thian fast and reliable. Users incTeasingly expectan
advanced 2lgorithm to be made available in an
advanced computing environment. The speakers
will present an introduction to diverse environ-
ments that have been designed 10 help mathemati-
cal programming users specify and manage their
models, data, and résults. The presentations will be
of direct interest 1o conference participants who
develop apph»anons of linear programming,
ronlicear programming or combinatorial optimi-
zation, The session witl also be of interast to algo-
rithm developers, because of its implications for
interface design and its relevance to issues in the
crestion and maintenance of test problems.

Organizer: Robert Fourer
Northwesten University

10:30  QOptimization Model Management
David S. Hirshfcld, MathPro Incorpo-
rated, Washington, DC

10:50 Graph-Grammars for Network Flow

Christopher V. Jones, Simon Fraser
University, Canada

11:10 AIMS: An Environment.w
Advanced Integrated Modeling

Support .
Johannes J. Bisschop, Technical
University of Twente, The Netherlands
11:30  AnIntroduction to ASCEND: Its
Language ao1 Interactive Environ-

ment

Ramayya Krishnan and Peter Piela, and
Arthur Westerberg, Camegie Mellon
University

s for-Optimization

MS11iRegency AIB

of Engineering Systems
The speakers in this numsymposxum will address
optimization problems in engineering design, in
particular structural and shape optimization prob-
lemstha:ansemmegeonmcdmgnofuvﬂ
mechanical, and mvspace systems. The increas-
ing complexity of the engineering systems (requir-
ing larger numbers of design variables 1o describe
them)and resolution requiremenits of the governing
pamaldnﬁ‘ammlequanons (leading tolargernum-
bers of state variablés When discfetized) mean that
these problems afe of larger scale. The speakers
will disciss Tictent gradientcomputation and sen-
smvxtyamlys:s,mnmnatedm&mg.des:gnlamly-
sis mmmalgmﬂmfwiﬁg&scalepmb-
icms and advanced-architecture computers. The
p:meo’lhmvelyspmfmulmmm
tare, algorithms and difficulfies encountered in
some optimal engineering design problems.

Organizer: DmuNGinms .
AT 1Y Urivefs

10:30 wmﬁs l-uynion
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10:50  Conjugate Directions Methods for
Large-Scale Optimization

Jasbir S. Arora and Guangyao Li,
University of lowa

Optimization Methods in Curve and
Surface Design

Thomas A. Grandine, Tte Boeing
Comipany

Data-Parallel Optimal Shape Design
of Airfoils

Omar N. Ghattas, organizer and Carlos
E. Orozco, Carnegie-Mellon University

11:10

11:30

CP10iBelmont Ronm
Linear Programming: Computational Issues |
Chair: Irvin J. Lustig, Princeton University

10:30  Compautational I sues in the Interior
Point Methods

Geraldine M. Hemmer, Northeasternt
IHinois University

More on Dual EMlipsoids and
Degeneracy in Interior Algorithms
for Linear Programming

Kurt M. Anstreicher and Jun Ji,
University of Iowa

A Long.Step Inverse Barrier Hybrid
Algorithm for Linear Programming
Alexandef Hipolito, University of

} ‘orida, Gainesvii.e

Decomposition in LP Based on
Modified Barrier Function

David Jensen and Roman Polyak, IBM
Thomas J. Watson Research Center

10:50

11:10

11:30

CPl11Toronto Reu 1

Large-Scale Constrained Optimization i

Chair: Amne Stolbjerg Drud, ARK! Cousulting
and Development A/S, Denmark

]
MAY 12
Tuesday Afternoon 1
CP12iGaold Couast Room
Data Fitting Problems i

Chair: Per-Ake Wedin,
University of Umea, Sweden

A Continuation Method for Linear L1
Estimation

Xaj Madsen and Hans Bruun Nielsen,
The Technical University of Denmark,
Lyngby, Denmark

An Algorithm for Non-negative Least
Error Minimal Norm Solations
Panagioiis Nikolopoulos and Christos
Nikolopouins, Bradley University

On the Sensitivity of Paired
Comparisons

Trond Steihaug and Lars-Maghus
Nordeide, Universiiy of Bergen, Norway
Shape Matching via Piecewise Linear
Approximation )

Jose A. Ventura and Jen-Ming Chen,
Pennsylvania State University

10:30

10:50

11:10

11:30

i CF!3/Acapulco Room

. Quadratic Programming

; Chair:* Andrew Conn, 1M Thomas J. Watson
+ Research Center

i

10:30  Numerical Experiments with an Inte-
rior Point Method for Large Sparse
Convex Quadratic Programming
JL.Morales-Perez and R.W.H. Sargent,
Imperial College, United Kingdom

P L T A

o h W

10:30

10:50

11:10

11:30

Finding Optimal Orthotropic
Composites

Rob Lipton, Worcester Polytechnic
Institute and James Northrup, Colby
College

Using Barrier Methods for Solving
Large-Scale Crystallographic
Problems

Paul B. Anderson, PRC Inc.; Stephen G.

Nash and Aricia Sofer, George Mason
University

Optimal Design of Trusses by Smooth
and Nonsmooth Methods

Aharon Ben-Tal, Technion. Isracl
Institute of Technology, Israel

On-line Optimal Control of a Large-
Scale Water System

R. Grino, Gabriela Cembrano, Institut
de Cibemetica (UPC-CSIC), Spain

10:50

11:10

11:30

A New Modified Newton Method for
Large-Scale Quadratic Programining
Thomas F. Coleman and Jianguo Liu,
Comell University

A Robust Algorithm for Special
Quadratic Programming

Guangye Li, J. E. Dennis, and Karen A.
Williamson, Rice University
Implementation of « Schur-Comple-
ment Method for Large-Scale
Quadratic Programming

Paul Frank and John Betts, Boeing
Computer Services

12.00-1:30
Lunch

1:30/Regency AiB
IP6/Chair: Philippe Toint, Facultes
Universitzires Notre Dame de la
Paix, Belgium

Cheap Gradients and Beyond: The
Promise of Automatic Differentiation in
Optimization
The numerical solution of most nonlinear optimiza-
tion problems requires the evaluation of gbjective
gradients and constraint Jacobians as well as the
approximation of the Hessians of the Lagrangian,
or at least its product with several vectors, Cur-
rently, first derivatives are either evaluated by user
supplied code or estimated by divided differences,
and second derivatives are often approximated se-
quentially by secant updating. For various reasons
this is unsatisfactory for obtaining derivative infor-
mation, especially on large-scale problems.

Automatic differentiation software prodrces
extended object code that evaluates first and sec-
ongd derivatives as well as error estimates for the
underlying functions themselves. The numerical
calculations are based on the chain rule, and the
derivative values are therefore exact up to round-
off. The integration of automatic differentiation
into optimization packages greatly enhances user
friendliness, ensures maximal sol.tion accuracy,
and facilitates faster convergence th.. ugh the use
of higher order methods.

The speaker will give an overview of automatic
differentiation and discuss its advantages in optimi-
zation problems.

Andreas Griewank
Mathematics and Computer Science Division
Argonne National Laboratory

230-3.50
Concurrent Sessions

MS121Belmont Room

Network Flow Algorithms

An imponant special case of linear programming is
the network flow problem, both because of its wide
applicabilty and because of the existence of special
purpose-algorithms that solve minimum cost flow
problems orders of magnitude faster than other
lincar programs.

The speakers in this minisymposium will dis-
cuss an implementation of an algorithm for solving
a stochastic-network optimization problem on the
(massively parallel) connection mackine, the re-
sults of the DIMAC’s challenge, (an experirnental
siudy on implementations of network flow algo-
rithms on sequential and parallel machines), an
improved algorithm for the minimum cut problem,
and improved algorithms for providing useful feed-
back to the modeler of a minimum cost flow prob-
lem when the formulation has no feasible flow.

Organizer: James B. Orlin
Massachuseits Institute of
Technology

Proximat Minimizations with D-
functions and the Massively Parallel
Solution of Stochastic Networks
Sravros Zenios and Soren 5. Nielsen,
The University of Pennsylvania

2:30
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2:50  The DIMACS Challenge: A
Cooperative Experimental Study of
Network Flow and Matching
Algorithms
Catherine C. McGeoch, Amherst
College

3:10  Finding the Minimum Cutina
Network
Jianxiu Hao, GTE Laboratories
Incorporated and James B. Orlin,
organizer

3:30  Diagnosing Infeasibilities in Network
Flow Problems
Jianxiu Hao, GTE Laboratories
Incorporated and James B. Orlin,
organizer

S13[Regency AlIB

Protein Folding - A Challenging Optimization
Problem

Most proteins have a characteristic shape to which
they quickly return after being provoked to another
shape. Understanding why proteins assume the
shapes they do is currently of considerable interest
and could be of great practical importance in medi-
cine and biotechnology.

In this minisymposium, the speakers view the
protein folding problem as a large and difficult
optimization problem - that of minimizing the en-
ergy of the proiein, They will provide an informa-
tive overview and discuss aspects of the problem
that show why it is of interest both as a global and
as a local optimization problem,

Organizers: DavidM Gay and Margaret H. Wright
AT&T Bell Laboratories

2:30  An Introduction to Protein Folding -
The Second Half of the Genetic Code
Lynn W. Jelinski, Comell University

2:50  Use of Constraints and Other
Approaches to Protein Folding
David M. Gay, co-organizer, Teresa
Head-Gordon and Frank H. Stillinger,
AT & T Bell Lahoratories, and
Margaret H. Wright, co-organizer

3:10  Renormalization Group and the
Protein Folding Problem
Panos M. Pardalos, University of -
Florida; David Shatloway, Comell
University

3:30 A New Computational Approach to
the Protein Folding Problem
Thomas F. Coleman, David Shalloway
and Zhijun Wu, Comell University

MS14(Toront» Room
Advances in Operatot/Matrix Spiittiiig
Methods
Operator/matrix splitting provides apowerful frame-
work for developing broad classes of decomposi-
tion methods for large-scale continuous optimiza-
tion. By tailoring the splitting to the problem, it has
been possible .to construct simple and highly
parallelizable algorithms for linear and quadratic
programaming, network programming, stochastic
programming, as well as the solation of boundary
value problems.
Thespeakersinthisminisymposiumwill present
smnemuaresulsonsphumgsdnemesaadwﬂl
address issues such as convergence and implemen-
tation {on ¢ither a sequential or a parallel machine).

Organizers: Pail Tseng énd James V. Burke
University of Washington

n
B MAY 12
Tuesday Afternoon

2:30  SomeSaddle-Function Splitting
Methods for Convex Programnung
Jonathan Eckstein, Thinking Machines
Corporation

2:50  Monotone Operator Splitting and
Linear Complementarity
Jonathan Eckstein, Thinking Machines
Corporation; Michael C. Ferris,
University of Wisconsin, Madison

3:10  Splitting Methods for Symmetric
Affine Variational Inequality Problems,
with Application to Extended Linear-
Quadratic Programming
Jong-Shi Pang, John Hopkins
University

3:30  Forward-Backward Splitting in
Large-Scale Optimization
George H. G. Chen and R, Tyrrell
Rockafellar, University of Washington

CP14/Acapulco Room
ned Optimization Il
Chair: Stephen G. Nash,
George Mason University

2:30  Line-search Techniques for Quasi-
Newton Methods in Equality
Constrained Optimization
Jean Charles Gilbert, INRIA,
Roquencourt, France

2:50 A Penalty Function Approach to the
General Bilevel Problem
Paut H. Calamai and Lori M. Case,
University of Waterloo, Canada and
Andrew R. Conn, IBM Thomas J.
Watson Research Center

510 A Trust Region Method for Nonlinear
Optimization Problems
Yuan-An Fan, IMSL, Inc.; Jianzhong
Zhang, City Polytechnic of Hong Kong,
Hong Kong; and Detong Zhu, Shanghai
Normal University, People’s Republic
of China

3:30  The Value Function in Hierarchical
Optimization
Jay S. Treiman, Western Michigan
University and Roxin Zhang, Northem
Michigan University

CPI15/Water Tower Room

Unconstrained Minimization

Chair: Ekkehard Sachs, Universitit Trier,
Germany

2:30  Parallel Implementation of Truncated
Newton Methods
Robert H. Leary, San Diego
Supercomputer Center

: 2:50  Vector Perfrrmance Criteria in

Unconstrained Optimization
Luigi Grippo, Universitd di Roma “La
Sapienza”, Italy; Francesco Lampariello
and Stefano Lucidi, Instituto di Analisi
dei Sistemi ed Informatica del CNR, Italy
Impiementing a Parallel Asynchro-
nous Newton Method on a Distributed
Memory Architecture
Domenico Conforti, Lucio Grandinetti
and Roberto Musmanno, Univenita
della Calabria, Italy
Modifying the BFGS Update by
Column Scaling Techniques
Dirk Siegel, University of Cambridge,
United Kingdom

12

|

3:10

3:30

CP16/Gold Coast Room
Convex Programming
Chair: J. Sun, Northwestern University

2:30  The Global Convergence of a Class of
Primal Potential Reduction Algorithms
for Convex Programming
Renato D.C. Monteiro, University of
Arizona

2:50  On the Affine Trust Region Interior

Point Algorithm for Quadratic

Programming

Frederic Bonnans and Mustapha

Bouhtou, INRIA, France

Algorithms for the Convex Inequalities

Problem

Motakuri Venkata Ramana and Shin-

Ping Han, Johns Hopkins University

3:3¢  Experimentation with the Interior
Cutting Plane Method (ICPM)

J.-L. Goffin, McGill University, Canada
and J-P. Vial, Universite de Geneve,

3:10

Switzerland
3:50/Regency D
Coffee
4:20-5:40
Concurrent Sessions

{Minisymposia and Contributed)
MS15/Belmont Room
Optimization in Control and Differential
Equations

Algorithms for nonlinear equations and optimiza-
tion in infinite dimensional spaces may differ in
both analysis and formulation from conventional
algorithms for such problems in finite dimension.
Functional analytic considerations, such as choice
of spaces or compactness properties of nonlinear
maps, are important inthe design and theory of such
algorithms. When these slgorithms are discretized,
the resulting methods for the finite dimensional
approximate problems are often new, preserve
underlying functional analytic properties, and pre-
serve structural properties such as sparsity paitern
and symmetry. The role of compactness in
superlinear convergence, the design of good
preconditioners, and new methods thatexploit func-
tional analytic properties of infinite dimensional
problems are rescarch issues.

The speakers in this minisymposium will dis-
cuss a variety of such algorithms and their proper-
ties in the context of applications such as optimal
control problems, integral equations, boundary value
problems, and parameter identification.

Organizer: Carl T. Kelley
North Carolina State University

Optimization Methods for Efliptic
Systems
Carl T. Kelley, organizer
Numerical Methods for Nonlinear
Parabolic Control
Ekkehard W. Sachs and F.S, Kupfer,
Universitiit Trier, Germany
Parailel Optimization in Groundwater
and Petroleum Resources Management
R Michacl Lewis, Rice University
ed Lagrangian and SQP

’!‘edmiqms for Nonlinear Tiiposed

nverse Problems

Knrl Kunisch, Technische Universitat
Graz, Austria

4:20

4:40

5:00

5:20
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MS16/New Orleans Room ,
Computational Global Optimization

Many important practical optimization problems
(such as engineering design and protein folding
problems) have multiple local optima, but it is the
giobai optimum that is usually desired. Stochastic
and deterministic methods for finding the global
optimum have been proposed.

The speakers inthis minisymposium will present
recent computational results for both constrained
and unconstrained global optimization problems,
using stochastic and deterministic methods. Inthe
stochastic method a likely global optimum is found
withahigh probability. Inthe deterministic method
a point is found whose function value is within a
specified tolerance of the global optimum. The
speakers will discuss the advantages and disadvan-
fages of these methods.

Organizer: J B. Rosen
University of Minnesota
4:20  Computational Comparison of Two
Methods for Constrained Giobal
Optimization

A.T. Phillips, U.S. Naval Academy, An-
napolis, MD and I.B. Rosen, organizer
4:40  Computational Approaches for Solv-
ing Quadratic Assignment Problems
Panos M. Pardalos. University of
Florida, and Yong Li, Pennsylvania
State University
5:00 AnMILP Relaxed Dual Formulation
for the GOP Aigorithm
C.A. Floudas, V. Visweswaran and
Brigitte Jaumard, Princeton University
5:20  Minimizing the Lennard-Jones
Potential Function on a Massively
Paraliel Computer
GL Xueard W.R.S. Maier, Army High
Performance Computing Research
Center, Minneapolis and J.B. Rosen,
Universitv of Minnesota

MS17/Acapuico Room
ADIFOR - Automatic Differentiation in
Fortran and Applications to Optimization

Given a collection of Fortran subroutines describ-
ing a function f ADIFOR produces a Fortran code
that computes the matrix-matrix product)-§, where/
is the Jacobian of f, and Sis a user-initialized imput
matrix. This allows the user to compute the Jaco-
bian itself § =/ exploit the sparsity of J by comput-
ing a compressed Jacobian, or compute u matrix-
vector product § = x. The cost is roughly propor-
tional tothe numberof columns of §, so in particular
a matrix-vector product J = x is about as expensive
to compute as one column of the Jacobian. Asa
byproduct of the derivative computation, the useris
able to determine the structure of the Jacobian
automatically.

Fromauser’s pointof view, ADIFOR has a very
simple interface to the optimization code, since
only a Fortran code for the description of the initial
function has to be provided, yet one need not worry
about loss of accuracy or convergence due 1o finite-
difference emrors. The speakers will give examples
illustrating how ADIFOR can be used to generate
subroutines to evaluate the derivatives that are
typically needed by optimization codes.
Organizers: Christian Bischof wn.d George Corliss

Argonne National Laboratory

Tuesday Afternoon

.

L
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4:20  The Functionality of ADIFOR
George Corliss, co-organizer

4:40  The Performaice of ADIFOR Codes
Alan Carle, Rice University

§:00  Automatic Differentiationin
Nonlinear Programming and
Parameter Identification
Alan Carle, J. E. Dennis, Jr., Guangye Li
and Karen Williamson, Rice University

§:20  Experience with Various Automatic
Differentiation Tools in Orthogonal
Distance Regression
Janet Rogers, National Institute of
Standards and Technology

CP17[Toronto Room
Linear Programming: Analysis and Theory |
Chair: Yinyu Ye, University of Iowa

4:20 A Scaling Technique for Finding the
Weighted Analytic Center of 2
Polytope
David S. Atkinson and Pravin M.
Vaidya, University of Illinois, Urbana

4:40  Adding and Deleting Constraintsin a
Path-Following Method for Linear

Programming
D. den Hertog, C. Roos and T, Terlaky,
Deift University of Technology, The
Netherlands

5:00  On the Convergence of Interior-Point
Methods to the Center of the Solution
Set in Linear Programming
Yin Zhang, University of Maryland,
Baltimore County and Richard A.
Tapia, Rice University

5:20  Interior-Exterior Augmented
Lagangian Approach for .P
Roman Polyak and RinaR. Schneur, IBM
Thomas J. Watson Research Center

CP18/Water Tower Room
Nonlinear Least Squares
Chair: Ariela Sofer, George Mason University

4:20  Nonclassical Gauss-Newton Methods
C. Fraley, Statistical Sciences, Inc. and
University of Washington, Seattle

4:40  Variations of Structured Broyden
Families for Nonlinear Least Squares
Problems

Hiroshi Vabe, Science University of
Tokyo. Japan and Rice University

L) Relationship between Structured and
Factorized Quasi-Newton Methods for
Nontinear Least-Squares Problems
Toshihiko Takahashi, Kajima
Corporation, Japan and Hiroshi Yabe,
Science University of Tokyo, Japan

CP191Gold Coas: Room

Linear

Chair; Layne T. "Watson, Virginia Polytechnic
Institute and State University

4:20  AnInterior Point Algorithm for
Linear Complementarity Problems
Jiu Ding, University of Southern
Mississiooi

4:40 A Superlinearly ConvergentO( nL)-
iteration Predictor-corrector Algorithm
for Linear Complementarity Problem
Siming Huang, Jun Ji and Florian Potra,
University of Jowa

5:00  Solution of Large Scale-Monotone
Linear Complementarity Problems
Joao M. Patricio and Joaquim J. Judice,
Universidade de Coimbra, Portugal and
Luis M. Femandes, Escola Superior de
Tecnologia de Tomar, Portugal

5:20  Undamped Newtou Method for
Solving Linear Complementarity
Problems
Ubaldo M. Garcia-Palomares,
Universidad Simon Bolivar, Venczuela

6:00/Regency AIB

Poster Session 2

(There will be a cash bar during the session. Chips
and dips are complimentary.)

UNCONSTRAINED OPTIMIZATION

On the Convergence of Pattern Search
Methods
Virginia Torczon, Rice University

The Barzilai and Borwein Gradient Method
for the Large Scale Unconstrained Minimiza-
tion Problem

Marcos Raydan, University of Kentucky

The Development of Parallel Nonlinear Optimi-

zation Algorithm for Chemical Process Design
Karen A. High, Oklahoma State University and
Richard D. La Roche, Cray Research, Inc.

Unconstrained Minimization on Massively
Parallel Computers
Robert S. Maier and Guo-Liang Xue,
University of Minnesota, Minneapolis

On the Detection and Exploitation of Unknown
Sparsity Structure in Nonlinear Optimization
Problems
Richard G. Carter, AHPCRC., University of
Minnesota and Argonne National Laboratory

Fixed-Point Quasi-Newton Mcthods
Jose Mario Martinez, IMECC-UNICAMP,
Brazil
Data Analysis Techniques for Optimization
Code Test Results
John C. Nash, University of Ottawa, Canada

Efficient and Stable Computation of Quasi-
Newton Updates
Vasile Sima, Research Institute for
Informatics, Romania

Efficient Parallel Minimization Algorithmsin
Computational Fluid Dynamics
E. de Klerk and J.A. Snyman, University of
Pretoria, South Africaand L. Pretorius, Univer-
sity of South Africa, Pretoria, South Africa

Experiments with the Broyden Class of Quasi-
Newton Methods
M. Al-Baali, University of Calabria, Italy

On the Performance of a Trust Region Newton
Method for Large-Scale Problems
Brent M. Averick and Richard G. Carter, Army
High Performance Computing Research
Center, Minnéapolis, and Jorge 3. Moré,”
Argorine National Laboratory L
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CONSTRAINED OPTIMIZATION

A Flexible Elimination Method for Nonlinear
Constrained Optimization
Natalia Alexandrov, John E. Dennis, Jr., Rice
University

Local Convergence Analysis of the Method of
Centers
Abdethamnid Benchakroun, Jean-Pierre
Dussault and Abdelatif Mansouri, Universite
de Sherbrooke, Canada

Bilevel Formulations in Concurrent Modeling
of the Design Process
J.R. Jagannatha Rao, University of Houston

Nonlinear Progrumming Model for Software
Development Process
Nalina Suresh, University of Wisconsin, Eau
Claire and A.J.G. Babu, University of South
Florida
An Interior-point Algorithm for Quadratically
Constrained Entropy Minimization Problems
Jun Ji and Florian Potra, University of lowa

Optimum Design of Rotational Wheel and
Casing Structures under Transient Thermal
and Centrifugal Loads

Toshio Hattori, Hitachi Ltd., Japan

The Choice of the Lagrange Multiplier in the
Framework of Successive Quadratic Program-
ming Method
Debora Cores and Richard Tapia, Rice
University

Conditions for Continuation of the Efficient
Carve for Multi-objective Control-structure
Optimization
Joanna Rakowska, Raphael T. Haftka, and
Layne T. Watson, Virginia Polytechnic
Institute and State University

CONVEX PROGRAMMING

The Scaled Proximal Decomposition on the
Graph of 2 Monotone Operator
Philippe Mahey, Laboratoire ARTEMIS,
IMAG, France; Pham Dinh Tao, LMAI-INSA
Rouen, France and S. Oualibouch,
Laboratoire ARTEMIS, France

Convex Problem Yields the Markov

Process Steady Probability Distribution
Viadimir Marbukh, New York City
Department of Sanitation

A Lagrangian Dual Approach for Assigning
Tools to Machines in a Fiexible Manufacturing
Systems
T.H. D’Alfonso and Jose A. Ventura,
Pennsylvania State University

DATA FITTING PROBLEMS

Optimal Design for Model p=ax/(1 + bx) with
Maultiplicative Error
Shankang Qu, Shriniwas Karti, University of
Missouri, Columbia
Pattern Recognition ard Classification Using
Time Series
Jen-Ming Chen, Jose A: Ventura and Chih-
Hang Wu, Pemsylvama State University
Athptivt Fﬂuﬁu in Nullnur Paranietér
Seﬁaly Corrdaléd Data

Frank O'Brien, Marcus L. Graham, and Kai F.
Gong, U.S. Naval Undeswater Systems Center

GLOBAL OPTIMIZATION

Numerical Experiments with One Dimensional
Adaptive Cubic Algorithm
Andre Ferrari, Universite de Nice-Sophia
Antipolis, France and Efim A. Galperin,
Universite du Quebec a Montreal, Canada

A Random Global Search Technigue for
Lipschitz Functions
Regina Hunter Miadineo, Rider College

Tuesday Afternoon

Constructive Neural Network Algorithm for
Approximation of Multivariable Function with
Compact Support and Its Application
for Inversion of the Radon Transform
Nicolay Magnitskii, Institute for Systemns
Studies Academy of Sciences, Russia

T-Stationary Replacement for the Average
Model of MDP
Wei Liren, Hunan Nommal University,
Peaple’s Republic of China

GRAPH PROBLEMS

An Algorithm for Graph Imbedding
Yaghout Nourani, Andres Klinger, Luqing
Wang and Peter Salamon, San Diego State
University

The Inverse Shortest Paths Problem
Didier Burton and Ph. Toint, Facultes
Universitaires Notre Dame de la Paix,
Belgium

Optimization of Steiner Nodes and Treeson a
Hypercube Architecture
Nikolaos T. Liolios, Computer Methods
Corporation and Dionysios Kountanis,
Western Michigan University

Two Approximation Algorithms for ti _
Routing Problem
Dionysios Kountanis, Western Michigan
University and Nikolaos T. Liolios, Computer
Methods Corporation

OPTIMIZATION ALGORITHMS AND
SOFTWARE
Quadratic Programming with Approximate
Data: Ill-Posedness and Efficient Algorithms
Jotge R. Vera. Cornell Univessity

Discontinuous Piecewise Differentiable
Optimization
Andrew R. Conn, IBM Thomas J. Watson
Research Center and Marcel Mongeau,
Universite de Montreal, Canada

Nugclear Cones and Pareto Optimization
George Isac, College Militaire Royal, Canada

Study of Some Multiport Planar Stripline
Discontinuities, of Their Charac-
teristics by Consideration of Their Form
Christian Cavalli and Henri Baudrand,
Laboratoire d'Electronique, ENSEEIHT,
France; and Jacques Couot, Universite Paul
Sabatier, France
On Width Minimization by Shift Transform
Interval Multiplication
Chenyi Hu, University of Houston, Downtown

gpﬁmal Sampling Design for Dynamic

James G. Uber, University of Cincinnati
An Algorithm for Solving Linear Inequality
System

Jiasong Wang, Nanjing University, People’s
Republic of Chma

NONSMOOTH PROGRAMMING

A Trust Region Method for Nonsmooth
Programming
Liqun Qi, University of New South Wales,
Australia, and Jie Sun, Northwestem
University

Iteration Functions in Nonsmooth
Optimization and Equations
Liqun Qi, University of New South Wales,
Australia

7:301 Belmont Room
Business Meeting

SIAM Activity Group on Optimization
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7:30/Ballroom Fcyer
Registration opens

8:30/Regency AIB
{P7/Chair; Thomas F. Coleman,

Cornell University
Algorithms for Solving Large Nonlinear
Optimization Problems

In this presentation the speaker will discuss recent
developmentsin algorithms for solving large-scale,
differentiable, nonlinear programming problems.
Such problems arise quite naturally in many scien-
tific, economic and enginecring applications. It is
now possible to solve a variety of problems in
thousands of variables in a reasonable time on a
modest workstation. However, there is consider-
able room forimprovementin the designand imple-
mentati~.. of algorithms for solving these prob-
lems,

The speaker will address developments that have
taken place since the first release of the software
package, LANCELOT, in 1991. Among the topics
to be discussed are modificd barrier methods for
handling inequality constraints, trust-region meth-
ods for solving problems with convex feasible
regions and the exploitation of problem structure,
in particular, group partial separability, at a more
basic level ihan is done at present.

Nicholas I.M. Gould

Numerical Algorithms Group

Rutherford Appleton Laboratory, United Kingdom

9:15/Regency AIB
IP8/Chair: Thomas F. Coleman,
Comell University
Recent Developments in Interior-point
Methods for Linear Programming

The speaker will describe recent developments in
interior-point methods for linear programming and
extensions. It is now accepted that these methods
can be very effective for solving large-scale linear
problems (including one with nearly 13 million
variables), but there remain large gaps between
their empirical behavior and the supporting theory.
The most efficient algorithms in use employ a
primal-dual approach with very long steps and
usually infeasible iterates. In contrast, the theory
typically addresses shorter step methods maintain-
ing feasibility throughout. Recent work addresses
the derivation of polynomial algorithms with fast
local convergence and methods that approach fea-
sibility and optimality simultancously or can take
advantage of warm starts. Finally, there are exten-
sions to various nonlinear optirization problems,
although computational results are mostly limited
to quadratic programming with linear constraints.
Michael J. Todd

School of Operation Research

and Industrial Engincering

Comell University

10:00IRegency D
Cotfee

i

Wednesday Morning

10:30-11:50
Concurrent Sessions
(Minisymposia and Contributed)

MS18/Regency AIB o

Parallel Algorithms in Optimization

Parallelism in optimization algorithms is most often
achieved by teking advantage of the structure of
certain problems orclasses of problems. The speak-
ers in this session will discuss a variety of optimiza-
tion problems and applications, and will show why
parallelism is needed and how it *, achieved in eath
case.

Organizer: Stephen J. Wright
Argonne National Laboratory

10:30  Solving Linear Stochastic Network
Problems using the Proximal Point
Algorithm on a Massively Parailel
Computer, and an Application from
the Insurance Industry
Soren S. Nielsen and Stavros A, Zenios,
University of Pennsylvania

10:50  Parallel Constraint and Variable
Distribution
M. C. Femris and Olvi L. Mangasarian,
University of Wisconsin, Madison

11:10  Parallel Algorithms for Minimizing the
Ginzburg-Landau Free Energy Func-
tional for Superconducting Materials
Paul E. Plassmann, Argonne National
Laboratory and Stephen J. Wright,
organizer

11:30  Parailel Optimization in Groundwater
and Petroleum Resources Management
Robert M. Lewis, Rice University

MS19Taronio Room

Large-Scale Nonlinear Optimization

Recent research in large-scale nonlinear ~ptimiza-
tion has led to dramatic progress in several areas of
appilication, including optimal power distribution,
optimal trajectory calculation and optimal structural
design. Much of this success can be attributed to
new theoretical and algorithmic developments that
have extended classical sequential quadratic pro-
gramming (SQP} methodsandbarrier-functionmeth-
ods to large problems.

In this minisymposium the speakers will high-
light some of these new developments and discuss
some new results in optimal trajectory calculation
and optimal structural design.

Organizer: Philip E. Gill
University of California, San Diego

10:30  SQP Algorithms for Large-Scale
Constrained Optimization

Sarmuel K. Eldersveld, Stanford
Yniversity and Philip E. Gill, organizer
10:50  Large-Scale Issues in Newton Methods

Technology, Stockholm, Swedcn and
Walter Murray, Stanford University

11:10  Optimization of Complex Aircraft
Stroctures * - =

11:30  SQP Methods snd Their Application to
Philip E. Gill; organizer, Walter Murray
and Michael A. Saunders, Stanford
University

o - - -

MS20/Acapulco Room

Complexity Issues in Numerical Optimization
Following the development of interior point meth-
ods for optimization, complexity analysis has be-
come a major tool in the analysis of optimization
algorithms. As problems of increasing size are
attempted, understanding the asymptotic complex-
ity issues becomes more important than ever. The
speakers i this minisymposium will present recent
rescarch into complexity issues for linear and
nonlinear optimization

Organizer: Stephen A. Vavasis
Comell University

18:30  Yssuesin Strong Polynomialliy in
Nonlinear Optimization
Dorit Hochbaum, University of
California, Berkeley

10:50 The Complexity of Quadratic

ming

Mihir Bellare, IBM Thomas J. Watson
Research Center, and Phillip Rogawnay,
IBM, Austin, TX

11:10  On Minimization of Convex
Separable Functions
Panos Pardalos, University of Florida,
and Nainan Kovoor, Pennsylvania State
University

11:30  Toward Probabilistic Analysis of
Interior-point Algorithms for Linear
Programming—Puart 2 of 2
Yinyu Ye, University of lowa

CP20/Belmont Room
Linear Programming: Computational tssues Il
Chair: Robert J. Vanderbei,

Princeton University

10:30 Numerical Comparisons of Local Con-
vergence Strategies for Interior-Point
Methods in Linear Programming
Amr El-Bakry and Richard Tapia, Rice
University and Yin Zhang, University
of Maryland, Baltimore County

10:50 L-Infinity Algorithms for Linear

ng
Jerome G. Braur:stein and Philip E. Gill,
University of California, San Diego
11:10 A New Approach for Parallelising the
Simplex Method
Frank Plab, University of Edinburgh,
Scotland
11:30  Solving Stochastic Linear Programs
on a Hypercube Multicomputer
George B. Dantzig, Stanford University;
James K. Ho, University of Hlinois,
Chicago; and Gerd Infanger, Stanford
University

CP2]iWater Tower Room

Data Fitting Problems

Chair: Susana Gémez, IMAS-Universidad
National Autonoma de Mexico, Mexico

10:30  The U.S. Coast Guard Interactive
Resource Allocation Problem
J. Walter Smith, U.S. Coast Guard R&D
Center

18:50 Optimization Problems Arising in
Maultidimensional Sc

Michael W. Trosset, Tucson, Arizona:
Pablo Tarazaga, University of Pucrto
Rico, Mayaguez; and Richard A. Tapia,
Rice University
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11:10  The Classical Newton Method for
Solving Strictly Convex Quadratic
Programs and Data Smoothing
Problems

W. Li and J. Swetits, Old Dominion
University

Objective Function Conditioning with
Smoothness Constraints

Stephen F. Elston, Princeton University

11:30

CP22/Gold Coast Room
Bound Constrained Problems 1i
Chair: Trond Steihaug,

University of Bergen, Norway
10:30 A New Modified Newton Algorithm
for Nonlinear Minimization Subject to
Bounds
Thomas F. Coleman and Yuying Li,
Cornell University
An Algorithm for Large Scale
Optimization Problems with Box
Constraints
Francisco Facchinei and Laura Palagi,
Universita di Roma “La Sapienza®, ltaly
and Stefano Lucidi, Istivuto di Analisi
dei Sistemi ed Informatica del CNR,
Italy
A Trust Region Algorithm for
Nonlinear ng
Pan-Chieh Chou, . E. Dennis, Ir., and
Karen A. Williamson, Rice University
Trust Region Methods for Large
Constrained Optimization
Marucha Lalee and Jorge Nocedal,
Northwestern University

10:50

11:10

11:30

"
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Wednesday Afternoon

12:00-1:30
Lunch

1:30/Regency AlB
1P9/Chair: Do .oldfarb,

Colui.u1a University
Large-Scale Network Optimization: An
Assessment

Algorithms and software for several fundamental
network optimization problems have arich variety
of direct applications. But more importantly, they
often serve as building blocks for procedures de-
signed to solve more complex problems. Primarily
due to the enormous improvement in computing
resources and architectures during the past decade,
practitioners and researchersare able to study meth-
ods for solving larger and more complex models.
Along with advances innew algorithms, data struc-
tures and theoretical analyses, these developments
present new challenges. The speaker will review
the state-of-the-art in theory and implementation
and will present recent experimental results for
some classes of large-scale network optimization
problems.

Michael D. Grigoriadis

Department of Computer Science
Rutgers University

2:30-3:50 -
Concurrent Sessions
{Minisymposia and Contributed)

MS21iBelmont Room
Global and Local Optimization Methods for
Molecular Problems

Scientists often are interested in finding the con-
figurations of chemical systems that have the low-
est energy, because these configurations cormre-
spond to the most likely states in nature. The
resulting optimizationproblemstypically have large
numbers of parameters and very large numbers of
local minimizers. Thus, they arechallenging global
optimization problems, whose solutions also re-
quire efficient farge-scale local optimization soft-
ware. The speakers in this session will describe
such molecular chemistry problems and will dis-
cuss methods for solving both the global and local
optimization problems that arise from them.

Organizer: Robert B. Schnabel
University of Colorado, Boulder

Potential Transforms Applied to
Geometry Optimization in Macromo-

Robert A. Donnelly, Aubum University
150  Large-Scale Optimizationin
Compnmipnal Chemistry Problems
Tamar Schlick, Courant Institute of
Mathematical Sciences, New York
University
A Global Optimization Approach for
Microcluster Systéms
C.A. Floudas and C.D. Maranas,
Princeton University
Global Optimization Methods for
Molecular C p Problems
Robert B, Schnabel, organizer,
Elizabeth Eskow and Richard H. Byrd,
University of Colorado, Boulder

2:30

3:10

oy
i,

MS22/Regency AIB
Finite Termination and Basls Recovery Using
Interior-point Methods for LP
There has been considerable recent activity in con-
structing procedures to be used with interior-point
methods that give exact (i.e. highly accurate) solu-
tions in a finite number of steps. Two key ideas for
accomplishing this are the projection of the current
iterate on the optimal facet, once this facet has been
identified, and the change over to a simplex-type
method in order to obtain a basic solution.

The speakers in this minisymposium will dis-
cuss aspects of this activity.

Organizer: AmrS. El-Bakry

Rice University
An Implementation of a Strongly
Polynomial Time Algorithm for Basis
Recovery
Irvin J. Lustig, Princeton University
Finite Termination in Interior-point
Methods
Sanjay Mehrotra, Northwestemn
University
Recovering an Optimat LP Basis from
an Interior Point Solution
Robert E. Bixby, Rice University and
Marthew J. Saltzman, Clemson University

On Obtaining Highly Accurate or
Basic Solations using Interior-polw
Methods in Linear Programming
Amr-S. El-Bakry, organizer, Robert E.
Bixby and Richard A. Tapia, Rice
University, and Yin Zhang, University of
Maryland, Baltimore County

2:30

2:50

3:10

3:30

CP23{Water Tower Room
Combinatorial Optimization
Chair: Henry Wolkowicz,
University of Waterloo, Canada

Approximation Algorithms for
Indefinite Quadratic Programming
Stephen A. Vavasis, Comell University
On Matroidal Knapsack Problems and
gian Relaxation
Richa Agarwala, David Fernandez-Baca
and Anand Medepalli, lowa State
University
Parallel Dynamic Programming Algo-
rithms for the 0-1 Knapsack Problem
Renato De Leone and Mary A, Tork
Roth, University of Wisconsin, Madison
Totally Unimodular Leontief Directed
Hypergraphs
Peh H. Ng, University of Minnesota,
Moris; and Collette R, Coullard,
Northwestern University

2:30

2:50

3:10

3:30

CP24iToronte Room

Network i

Chair: Dimitri Bertsekas,

Massachusetts Institute of Technology
A Fast Primal-Dual Algorithm for Gen-
eralized Network Linear Programs
Norman D. Curet, University of
Californiz, Los Angeles
Network Assistant to Construct, Test
and Analyze Network Algorithms

Gordon H. Bradley, Naval Postgraduate

School and Homero F. Oliveira, Centro

Tecnico, Aerospacial S Jose dos

Campos, Brazil

2:30

2:50
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3:10  Advanced Implementation of the
Dantzig-Wolfe Decomposition
Applied to Transmission Networks
Fatima G. Ayllon, Telefonica
Investigacion y Desarrollo,

Spain; Jorge Galan, Angel Marin and
Angel Menendez, ET.S. Ingenieros
Acroronauticos, Spain

Algorithms for Solving the Large
Quadratic Network Problems
Chih-Hang Wu and Jose A. Ventura,
Pennsylvania State University

3:30

CP25/Acapulco Room
Minimax Problems
Chair: Kaj Madsen,

The Technical University of Denmark,

Lingby, Denmark
2:30  Min-max Problems Arising in
Optimal m-stage Runge-Kutta
Differencing Scheme for Steady-state
Solutions of Hyperbolic Systems
Mei-Qin Chen, The Citadel and Chichia
Chiu, Michigan State University
A Method for Generalized Minimax
Problems
Gianni Di Pillo and Luigi Grippo,
Universita di Roma “La Sapienza”, Italy
and Stefano Lucidi, Instituto di Analisi
dei Sistemi ed Informatica del CNR, Italy
Convergence Conditions for the
Regularization Methods that Solve
the Min-max Problem
Cristina Gigola, ITAM, Mexico and
Susana Gomez, Instituto de
Investigaciones ¢1 Matematicas
Applicadas y en Sistemas-Universidad
National Autonoma de Mexico, Mexico
The Phase-Problemin Crystallography
A. Decarreau, Universite de Poitiers,
France; D. Hilhorst, Universite de Paris-
Sud, France; C. Lemarechal, INRIA,
France; and Jorge Navaza, Universite
de Paris-Sud. France

2:50

3:10

3:30

CP26/Gold Coast Room

Optimization Problems Over Matrices

Chair: Richard G. Carter, AHPCRC,
University of Minnesota and
Argonne National Laboratory

An Optimization Problem on Subsets
of the Symmetric Positive
Semidefinite Matrices
Pablo Tarazaga, University of Puerto
Rico, Mayaguez; Michael Trosset,
Tucson, Arizona; and Richard Tapia,
Rice University
Minimization of Nonlinear Fuactionals
Over Finite Sets of Matrices
John Jones, Jr., Air Force Institute of
Technology and George Washington
University
Positive Definite Constrained Least
Square Estimation of Matrices
H. Hu, Northem Tlfinois University
An Interior-point Method for

the ¢ of

Minimizing the Largest Eigenvalue
a Linear Combination of Symmetric
Matrices

Florian Jarre, Universitat Wurzburg,
Germany

2:30

2:50

3:10

3:30

]
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Wednesday Afternoon

3:50/Regency D
Coffee

4:20-5:40
Concurrent Sessions
(Minisymposia and Contributed)

MS23/Accpulco Room
Genetic Algorithms in Function Oplimization
G- netic algorithms are search procedures thatuse a
population of candidate solutions in their search
and use operators such as selection, crossover, and
mutation that have analogies in population genetics
and natural selection. A simple algorithm, GAs’
has been successful in finding good solutions to a
wide variety of difficult optimization problems.
The speakersin this minisymposium will present
several applications of genetic algorithms to diffi-
cult optimization problems.

Organizer: David Levine
Argonne National Laboratory

Genetic Algorithms in Combinatorial
Optimization

Kalyanmoy Deb, University of Iilinois,
Urbana

4:20

4:40  Parallelization of Probabilistic
Sequential Search Aigorithms
Prasanna Jog, DePaul University

A Genetic Algorithm For The Set
Partitioning Problem

David Levine, organizer

A Hybrid Genetic Approach to
Energy Minimization in Layered

5:00

5:20

Superconductors
David Malon, Argonne National
Laboratory

MS524/Belmont Room
Optimization Problems Involving
Eigenvalues - Part 2 of 2

(See page 8 MS9 for description)

Organizer: Michael L. Overton
Courant Institute of Mathematical
Sciences, New York University
4:20  On Minimizing the Largest General-
ized Eigenvalue of an Affine Family of
Hermitian Matrix Pairs
Michael K. H. Fan and Batool Nekooie,
Georgia Institute of Technology
On the Variational Analysis of All the
Eigenvalues of a Symmetric Matrix
Dongyi Ye, and Jean-Baptiste Hiriart-
Urruty, Universite Paul Sabatier,
Toulouse, France
Optimality Conditions and Duality
Theory for Minimizing Sums of the
Largest Eigenvalues of 2 Symmetric
Matrices
Michael L. Overton, organizer and
Robert §. Womersley, University of
New South Wales, Australia
Variational Properties of the Spectral
Abscissa and Spectral Radins Maps
James V. Burke, University of
Washington and Michael L. Overton,
organizer

4:40

5:00

5:20

MS25/Water Tower Roont

Optimal Control of Flexible Systems

The central purpose of this minisymposium is to
present mathematical and engineering aspects of
suppressing the vibrations of flexible structures
whicharise in several branches of engineering. The
speakers will discuss control problems for distrib-
uted parameter systems govemned by partial dit¥er-
ential equations. Problems in structural mechanics
and spacecraft applications are often of this type.
The speakers will address the assessment of the
current state of control theory and its applications,
evaluate the needs of the control community, and
identify possible directions for future development.

Organizers: M.R. Nouri-Moghadam
Penn State University and
1. S. Sadek
University of North Carolina,
Wilmington
4:20 A Mathematical Programming
Approach for Optimal Control of
Distributed Parameter Systems
M. Nouri-Moghadam and LS. Sadek,
organizers
Optimal Control of Distributed
Parameter Systems: Exact and
Approximate Methods
L. S. Sadek, organizer
Optimal Control of Thin Plates by
Point Actuators and Sensors
Maria Blanton, University of North
Carolina, Wilmington
Optimal Control of Non-Classically
Damped Distributed Structures
Ramin S. Esfandiari, California State
University, Long Beach
Simultaneous Design - Control
Optimization of Composite Structu#eés
Sarp Adali, University of Califomia,
Santa Barbara

4:40

5:20

CP27IRegency AlB
Linear Programming: Analysis ant Theory Il
Chair: Roman Polyak,

IBM Thomas J. Watson Research Centes
4:20  On the Complexity of Approximaiely
Solving LP’s Using Minimal
Computational Precision
James Renegar, Cornell University
Pre-Selection of the Phase I - Phase IX
Balance in a Path-Following
Algorithm for the “Warm Start™
Linear Programming Problem
Robert M. Freund, Massachusetts
Institute of Technology
Global Convergence of a Primal-Dual
Exterior Point Algorithm for Linear

Masakazu Kojima, Tokyo Institute of
Technology, Japan; Nimrod Megiddo,
IBM Almaden Research Center and
School of Mathemautical Sciences, Istasl;
and Skinji Mizuno, The Institute of Statis-
tical Mathematics, Japan

Polynomial Complexity versus Fast
Local Convergence for lnterior Puint
Methods

4:40

5:00

5:20

Florian Potra, University of lowa
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CP28/Gold Coast Room
Control Problems il

Chair: Layne T. Watson,
Virginia Polytechnic Institute
and State University

4:20  Implicit Functions and Lipschitz
Stability in Control and Optimization
AL. Donichev, Mathematical Reviews,
Ann Arbor, MI and W.W, Hager,
University of Florida, Gainesville

4:40  Optimization in Impulsive Stochastic
Control: Time Splitting Approach
Alexander A. Yushkevich, University
of North Carolina, Charlotte

5:00 H*-Optimization with Decentralized
Controllers
Garry Didinsky and Tamer Basar,
University of Illinois, Urbana

CP29/Toronto Room
Constrained Optimization I
Chair: Luigi Grippo,
Universita di Roma “La Sapienza”, Italy

4:20 A Comparison of Barrier Function
Methods with Lagrangian Method for
Nonlinear Programming
Amarinder Singh and Kumaraswamy
Ponnambalam, University of Waterloo,
Canada

4:40  Recent Improvements on FSQP
Jian L. Zhou and Andre L. Tits,
University of Maryland, Collége Park

5:00  AnAffine-Scaling, Noosmooth
Newton Hybrid for Constrained
Optimization
Danny Ralph, Comell University

5:20 A Primal-Dual Interior Point Method
for Linear and Nonlinear
Programming .

Hiroshi Yamashita and Takahito
Tanabe, Mathematical Systems
Institute, Inc., Japan

6:00  Conterence adjourns
aEn

- Registration Information

Registration Fees
SIAG/ SIAM Non-

. OPFT*  Member Member Student
Advance $120 $120 $135 $55

Tutorial*™ - -
On-Site $135 $135 $155 $75
Advance $120 $125 $150 $25

Conference -

‘ On-Site $145 $150 $180 $25

*Members of SIAM Activity Group on Optimization
**Lunch is included in the cost of registration for tutorial attendees.

The registration desk will be open as follows:

Saturday, May 9 6:00 PM - 8:00 PM
Sunday, May 10 8:00 PM - 4:00 PM
6:30 PM - 9:00 PM
Monday, May 11 7:00 AM - 4:30 PM
Tuesday, May 12 7:30 AM -4:30 PM
Wednesday, May 13 7:30 AM - 2:30 PM
Special Note
There will be no prorated fees. No refunds will be
issued once the conference has tarted.

If SIAM does not receive your Advance Regis-
tration Form and payment by May 4. you will be
asked to give us a check or a credit card number at
the conférence. We will not process either until we
have ascertained that your registration form has
gone astray. In the event that we receive your
registration form after the conference, we will de-
stroy your check or credit card slip.

Credit Cards

SIAM accepis VISA, MasterCard and Ameri-
can Express forthe payment of registration fees and
special functions.

Special Notice to All Confererice Participan®
SIAM requests attendees to refrain from smokung
in the session rooms during lectutes. Thank you.

FYI
Contributed and minisympasium presentations are
spaced twenty minutes apart, allowing each pre-
senter fifteen minutes for presentation and five
minutes for discussion.

For presentations with more than one author,
the speaker’s name is in itz *ics.

SIAM Corporate Members
Non-member attendees who are employed by the
following institutions are entitled to the SIAM mem-
ber rate.
Aerospace Corporation
Amoco Production Company
ATXT Bell Laboratories
Bell Communications Research
Boeing Company
BP America
Cray Research, Inc.
E.L du Pont de Nemours & Company
Eastman Kodak Company
Exxon Research and Engineering Company
General Motors Corporation
GTE Laboratories, Inc.
Hollandse Signaalapparaten B.V.
IBM Corporation
ICASE
IDA Center for Communications Research
IMSL, Inc.
Lockheed Corporation
MacNeal-Schwendler Corporation
Martin Marietta Energy Systems
Mathematical Sciences Research Institute
NEC Research Institute
Supercomputing Research Center,

a division of Institute for Defense Analyses
Texaro Inc.
United Technologies Corporation

Exhibitors

ASME

{American Society of Mechanical Engineers)
345 East 47th Street

New York, NY 10017

Cplex Optimization, Inc.
Suite 279

930 Tahoe Building 802
Incline Village, NV 89451.9436
Kluwer Academic Publishers
101 Philip Drive

Norwell, MA 02601
Princeton University Press
41 William Street
Princeton, #J 08540

651 Gateway Boulevard

Suite 1100

South Sah Francisco, CA94080-7014
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ABSTRACTS: MINISYMPOSIA AND CONTRIBUTED PRESENTATIONS

Interior Point Methods for Large Scalé Quadratic
Programming

The talk is concerned with logarithmic
barrier methods for large scale quadratic
programming problems. Several methods for pre-
serving sparsity when the Hessian matrix is
sparse will be discussed, with some comparative
computational results. Several variants of the
conjugate projected gradient method for problems
with dense Hessians will also be discussed, again
with comparative computational results,

David Shanno
Rutgers University
New Brunswick, NJ (7960

Tami Carpenter
Princeton University
Princeton, NJ

Primal-~Dual Symmetrie Formulations of the
Predictor-Corrector Method for QP

Replacing the usual standard form with one
allowing equality and inequality constraints as
well as sign-constrained and free variables
yields problem formulations that are primal-dual
symmetric and closer to industry standard MPS
form. We will report on our computational
experience regarding an implementation of the
predictor-corrector variant of the one-phase
primal-dual path-following algorithm for convex
quadratic programming problems presented in
(almost) primal-dual symmetric form.

R. J. Vanderbei

Department of Civ. Eng. and Ops. Res.
Princeton University

Princeton, NJ 08544

Solving Symmetric Indefinite Systems in Interior
Point Methods

It is standard to solve the least squares probleam
in interior point methods by forming normal
equations. In this talk we discuss the use of
augmented system approach to solvé the these
least squares problems. This approach hindles
dense columns naturally. We show that this
approach also leads to an easy and numerically
stable treatment of free variables. We give
computational results on the problems in

netlib using higher order primal-dual
methods to demonstrate the effectiveness of
augmented system approach.

Robert Fourer and Sanjay Mehrotra
Department of IE/MS
Technological Institute
Northwestern University

Evanston, IL 60208-3119

Switching from interior to vertex soiutions in' OSL

The Optimization Subfoutim Library (0SL) cotitaius
a variety of both intefior point and s:luplex
methods.- for -linear programming. Many applications
solve rapiﬂly as LPs by interior nethods but -
réquire: basic solutions, e.g. for ccmtinui.ng to.

{in chronological order)

MONDAY AM

MIP by branch and bound. We discuss methods used
in OSL for this switch~over process.

J.J.H. Forrest
IBM Watson Research Centre
Yorktown Heights, NY 10598

J.A. Tomlin
IBM Almaden Research Centre
San Jose, CA 95120

The Degree Constrained Forest Problem

We consider the problem of finding a maximum weight forest that
satisfies given npper and/or lower bound constraints on the degree of
each node. This problem is NP-hard in general. We will consider
several special cases of this problem and decide for each whether it
is NP-hard or polynomially solvable. Both algorithms and polyhedral
results will be presented.

Brnge Gamble

M.E.D.S. Department

J.L. Kellogg Graduate School of Management
Northwestern University

Evanston, IL 60208

Delta-Wye-Delta Reducibility of Three Terminal Planar
Graphs

We study Wye-Delta (star to triangle) and Delta-Wye transformations
in graphs. G. Epifanov in 1966, proved the Akers-Lehman conjecture,
that any planar graph with two terminals can be reduced by means of
Delta-Wye-Delta operations to a single edge. The last two nodes being
the original two terminals. The three terminal case, also conjectured by
Akers remained open. We settle the 3-Terminal conjecture by proving
that any 2-connected planar graph with three terminals can be Delta-
Wye-Delta reduced to K3, with vertex set the original three terminals.
As a consequence of this result, we characterize some classes of nonpla-
nar reducible graphs, in particular we show that graphs not contractible
to K5 are reducible. The applications of the Delta-Wye-Delta method
inclede: shortest path and maximum flow problems, K-terminal relia-
bility, coanting spanning trees, counting perfect matchings, computing
the partition function for the Ising model, knot theory, and reducibil-
ity of almost regular matroids, among other. We discuss our resuits
in relation to some of these problems. The Delta-Wye-Delta method
in rare cases provides the most efficient algorithm to solve a particu-
lar problem. It does however give a general framework to solve many
problems efficiently, The results presented in this work imply efficient
algoritkms, for some we explicitly provide them.

Dept. of Combiuatorics ¢ 0ptmuzatxon
University of Waterloo
Water!-.~, Ontario, Canada N2L 3G1

Minitiain weight bases for vector spaces.
The all pairs min cat problem onca nonnegahve edge wqghte& gruph

is to Kid, for each pair of nodes, a min cut that.separates-the pair:
We show that, th.s problein.and’ others are’ special.cases o the more

~generat problem;of finding a'minlmum wesght basis for & vectorspace:”

{when an arbitrary basis is gven).,e We present a polyromial timme
algorithm (based on linear prognmnung) for this general problem (c er
the teals).

O 0y
oy

= umm N ~
Kellogg Gradaate Schodl of Management £ e
Northwestern University : . -
Evanston, 1L 60208
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Algorithmic and polyhedral results for the 2-connected Steiner

. bgraph probl
‘ subgraph pro ? i Chemical process simulators are used to optimize

The 2-connected Steiner subgraph problem for a given edge-weighted processes in all phases from original process

graph is to find a minimum-weight 2-connected subgraph that spans conception through design, scale-up, and operationms.
& specified subset of vertices. A special case of this problem is the Some characteristics of the NLP problem, such as
Traveling-Salesman problem. This talk discusses some algorithmic and number of variables and constraints, changas

polyhedral aspects of the problem on special classes of graphs which considerably from one application to another. Other

Optimization Using Process Simulators

M g n

Do ook o A L i o

include series-parallel graphs, graphs with no four-wheel minor, and characteristics are common to almost all applications.
These include the nonlinear nature of the equations
and discentinuities, especially those caused by
changes in the state of the system.

This paper reviews the current algorithms used in
process simulation and optimization and typical
applications solved by optimization using process
simulators.

H.S. Chen and T.P. Kisala
Aspen Technology, Inc.
Cambridge, MA 02139

Halin graphs. This is joint work with C. R. Coullard, R.L. Rardin,
and D.K. Wagner.

Abdur Rais

School of Industrial Engineering

Purdue University
W. Lafayette, IN 47907

A Concise Overview of Chemical Engineering
Optimization Applications

This talk serves to introduce the SIAM minisympo-
sium and briefly surveys the application of
optimization algorithm tools in chemizal engineer-
ing. Qualitative descriptions of problems will be
given in process analysis and the development of
engineering models, design and optimization of
flowsheets and optimization algorithms applied to
process dynamics. Also various aspects of
chemical engineering models will be classified and
summarized according to problem size and
functionality; characteristics of appropriate
optimization algorithms are then discussed. The
talk will therefore set the stage for more
detailed aspects of each optimization application,
which will be addressed by speakers in this
minisymposium

Lorenz T. Biegler

Carnegie Mellon University
Chemical Engineering Department
Pittsburgh, PA 15213

Theoretical Modelling of Amoco’s Gas Phase Horizontal Stirred

Bed Reactor for the Manufacturing of Polypropylene Resins.

Rigorous theoretical treatment of Amoco’s gas phase horizontal stirred
bed reactor allowed us to develop a mathematical model that closely
follows the behavior of the commercial reactor over a wide range of
operating conditions. The modeling equations derive from a funda-
mental kinetic mechanism of the propylene/ethylene polymerization
over Amoco’s proprietary Ziegler-Natta based supported catalyst.
The model accounts for the effects of catalyst deactivation, cocatalyst
and catalyst modifier as well as the effect of the chain transfer agents,
in this case hydrogen and alkyl aluminum. The flow pattern of the
powder inside the horizontal reactor is modelled by a series of continu-
ous stirred tank reactors of equal volune but unequal mean residence
times. The residence times form a strictly monotonically decreasing
sequence. The yield is then calculated by applying the principles of
superpasition over the {rain of the continudus stirred task reactors.

This analysis provides us with flexibility of petforming model discrim-
ination studies in order to predict.the optimal numbér of. continuous
stirred tank reactors that follow the behavior of the commercial unit
over a wide range of operating. conditions. Further extension of the
model to permnit optimization of the catalyst activity while reducing
temperature gradients inside the reactor has led to & tri-level mixed-

integer nofilinear optimization “probie whichis mﬁm&aw

Large Scale Process Optimization with I . >rential
Equations

Large Scale process optimization problem.
involving differential/algebraic equations (DAE)
will be discussed. The approach used for solving
these problems is based on using a sparse success-
ive quadratic programming (SQP) algorithm combined
with orthogonal collocation on finite elements,
Using orthogonal collocation allows the conversion
of the DAE constraints in the optimization problem
to a representative set of algebraic equation
constraints that can be handled in the traditional
nonlinear programming format. This method has
been applied to the real time optimization of
commercial chemical processing units. Issues in
the formulation and solution of these problenms
will be discussed.

A.M. Morshedi

DOT Products, Inc.
1613 Karankawas Center
Deer Park, TX 77536

Recursive Components in Large Optimization
Models

Large models, linear as well as nonlinear,
often have many recursive equations, both
before and after a simultaneous core. The
paper will discuss how to take advantage of
this structure in nonlinear models, both in
a preprocessing step and during the optimi-
zation itself, and the requirements this
will have on the model representation. It
will give statistics on the percentage of
recursive equations in a set of large prac-
tical models from éngineering and economics
implemerited in GAMS, and on thé savings
that have been achieved by using the recur-

sive structure.

Arne Stolb;erg Drud

ARKI chsultzng and Development A/s

Bagsvaerdvej 246 A

DK-2880 Bagsvaerd
i .

s

txgahonan&vﬁﬂbe&efocmofthupmentamn
Dr. Mike Caracotsios

Numerical experience with LANCELOT (Re!eue A) in hrge

Amoco Chemical Company .
Polymers Research ard Development- i scale nonlinear programming 3
Post Office Box 3011 et Thie field of Iarge scale Hionhneat § prografitming has béet growmgeon-

siderably in the | past five yms,’dne to the combined intérest of pracs
tioners and the 6ngoing progréss in‘algoritlim design. The! iiNGEWT '

Naperville, lllinois 60566 Ce
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project is a joint project of the authors whose purpose is to develop
suitable theory, algorithms and software for the general (noncoaver)
nonlinear programming problem in a large number of variables. The
talk will concentrate on the last aspect of the project and report some
numerical experiments with the first version of the LANCELOT pack-
age on a wide collection of problems, both academic and arising from
piractical applications. Some conclusions on the relative merits of var-
ious algorithmic options will be drawn and software perspectives out-
lined.

A. Conn (IBM Watson Rescarch Center, USA)
N. Gould (Rutherford Appleton Laboratory, GB)
Ph. Toint (FUNDP, Belgium) (speaker)

Singularities in Large-Scale Structural Optimization

Singularity conditions associated with rank deficient, behavior con-

straint gradient matrices can arise during structural optimization. These
degrade the performance of large-scale, optimal structural design codes.

Examples of the types of singularities which arise and a description of
a framework in which they can be tecogmzed, and thus avoided, will

be presented. Siugulari- ties can be identified’ by examination of the

stress-displacement relations, and the compati- bility conditions de-

rived in the Integrated Force Method of Structural Analysis. The pro-

posed method will be illustrated with numerical examples.

James D. Guptill

Computer Services Division MS 142-2
NASA Lewis Research Center

21000 Brookpark Road

Cleveland, OH 44135

Surya N. Patnaik

Structural Mechanics Branch MS 49-8
NASA Lewis Research Center

21000 Brockpark Road

Cleveland, OH 44135

Laszlo Berke

Structural Mechanics Branch MS 49-8
NASA Lewis Research Center

21000 Brookpark Road

Cleveland, OH 44135

The Design of a Large-Scale NLP Code
for Trajectory Optimization Problems

In this talk we describe the design of a nonlinear programming (NLP)
algorithm to facilitate the solution of large-scale parameter optimiza-
tion problems arising from the collocation of trajectories. In a colloca-
tion approach, a discretization is applied to the differential equations
and mission constraints to obtain a parameter optimization problem.
As is typical ip the collocation approach of solving boundary value
problems, these parameter optimization problems involve many vari-
ables and consiraints, but are sparse. Various techniques to reduce
the computational cost can be employed, such as the exploitation of
sparsity and adaptive mesh strategies. The focus of this talk will be
on the redesign of a generalized reduced gradient algorithm to exploit
the modified almost block diagonal structure of linear systems arising
during the constraint solving phase of the NLP code. Numerical re-
sults for an experimental trajectory optimization code based on the
Hermite-Simpson collocation method will be presented.

K. Brenan, W. Hallman. and W. Yeung
The Aerospace Corporation

P. O. Box 92957

Los Angeles. CA 90009

POSM -~ A Nonlinear Optimization Program Suitabie for En-
gineering :

We preseiit a novel, efficient, nonlinear constrained optimization pro-
gram called POSM which stands for the Pseudo Objectivé functich

Substitution Method. POSM is designed specifically. forithose, nonhn- .
ear least square optifnization problems of which the evaluahtm ‘of the °

objective function and its derivatives afe véry costly in’ teiuis of both -

MONDAY AM

time and computing resources. These problems often arise in engi-
neering disciplines where the objective function must be evaluated via
large scale simulation programs such as the finite element analysis. The
three main design objectives of POSM ate: (1) to eliminate the need
for the derivatives of the objective function; (2) to minimize the linear
search steps when needed; and (3) to converge in as few iterations as
possible. In addition to achieving all these objectives, POSM is also
very robust to the perturbations on the initial condition, as well as the
evaluated objective function. Tested on a set of ”difficult” benchmark
problems, POSM successfully solved all the problems, while other two
state-of-the-art packages failed many of them.

ShaoWei Pan, Yu Hen Hu

Dept. of Electrical and Computer Engineering
University of Wisconsin - Madison, W1 53706
Email: Pan@ece.wisc.edu

Phone: (608) 262 9205

A Comparison of Some Methods for Estimating Rate
Constants in Chemical Kinetics

Estimation of unknown rate constants in chemical
kinetics is an application of nonlinear least
squares problems, where the model function is
defined by a system of ODE's, usually stiff. We
present here a comparison of different ways of
formulating and solving the optimization problem.
The standard approach, which can take advantage of
stiffness, is to let an ODE-solver compute the
value of the function to be minimized in each
iterative step of the optimi~ation procedure. An
alternative appicact | - ose a difference
approximation of - T .+t 1 :onstrained non-
linear least squa.es prn‘ + 3 method has the
alvantage that it mak. compute deriva-
tives with respect - imeters

The testbatch consis . :ly sized
artificial and real w. 4s. The testruns
have been performed witi .ATLAB-system, in
which a function library, diffpar, has been
developed for tiis kind of problem.

Per-Ake Wedin

Institute of Information Processing
University of Umea

S$-901 87 Umea, SWEDEN

Lennart Edsberg

Department of Numerical Analysis
and Computing Science

Royal Institute of Technology
S-100 44 Stockholm, SWEDEN

On _the EM Algorithm and a Generalization

of the Proximal Point Method

The EM algorithm is a very well
known method for computing maximum
likelihood estimates, appearing in
several important applications like
emission computed tomography, factor
analysis, finite mixtures computation,etc.
On the other hand, the proximal point
algorithm (PPA) is another important
metknd for solving general optimization -
problems using a sequence of regularized
subproblems,

In this work we show the close
relations existing be*wéen the EM
algorithm and some generalization of the~
PPA,
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ALVARO RNDOLFO DE SIERRO
Universidade Estadual de Campinas
Institutc de Matematica, Estatistica e
Ciencia da Computacao -~ IMECC
Departamento de Matematica Aplicada
C.P. 6065 -~ 13081 Campinas, S.P.
Brasil

Experimental Data Integratiou in Large Scale
System Analysis

In complex flow systems such as the Space Shuttle
Main Engine (SSME), reconciliation of
experimental data with predictions based on
theoretical analysis is a difficult :zask.
Although heuristic integration methods are common
such techniques lack a firm statistical
foundation. More robust reconciliation schemes
are needed Zor accurate performance prediction.
The speaker will describe a generic optimization
strategy for the systematic integration of
experimental data in large scale system analysis.
The theoretical basis of this strategy will be
discussed, and the results of SSME flow system
analysis with test data integration will be
presented.

L. Michael Santi

Christian Brothers University
Mechanical Engineering Department
650 East Parkway South

Memphis, TN 38104

John P. Butas

National Aeronautics and Space Administration
George C. Marshall Space Flight Center
Propulsion Laboratory -~ EP52

Marshall Space Flight Center, AL 35812

Bounded Least Squares for PET

The image reconstruction problem in positron emission tomography
can be written as a large linear least squares problem subject to non-
negativity constraints. There are hundreds of elements that will even-
tually be zero, but it is not important to distinguish between small and
zero. The important information is in the large elements. Projected
gradient techniques and active constraint techniques sp~nd too much
time determining which elements are at bound. A better approach
uses a projective transformation and solves the least squares problem
with preconditioned conjugate gradients with a diagonal preconditioner
containing an approximate distance to the constraints.

Linda Kaufman

Room 2¢-461

Bell Labs

Murray Hill, N.J. 07974

Data Parallel Quadratic Programming with
Box-Constrained Problems

Ve develop designs for the massively parallel
solution of quadratic programming problems subject
to box constraiants. In particular we consider the
class of algorithms that iterate between projec-
tion steps that identify candidare active sets,
and Newton-li%e stéps that éxplore the working
space.

Implementations are carried out on a Comnec—
tion Machine {‘:H-2. They are shown' to be very
efficient in solving very ;hrge ptoblm < gp-to~
360,000 variabies; The: nassively parallel implaﬂ =
mentation uutperforms s:{gﬂficantly implementi=

tions of the same slgorithm on a shared memory
vector architecture, (Alliant FX/8, and of
interior point algorithms implemented on an IBM
3090-600S vector supercomputer.

J1ill Mesirov
Mike McKenna
Thinking Machines Corporation
245 First Street
Cambridge, MA 02142

Stavros A. Zenios
University of Pennmsylvania
Philadelphia, PA 19104

Massively Paralle! Solution of Quadratic Programs via Suc.
cessive Overrelaxa." m

In this talk we will discuss serial and parallel successive overrelaxation
(SOR) solutions of specially structured large scale quadratic programs
with simple bounds. By taking advantage of the sparsity structure
of the problem, the SOR algorithm was successfully implemented on
two massively parallel Single-Instruction-Multiple-Data machines: a
Connection Machine CM2 and a MasPar MP1. Computational results
for the well~known obstacle problems show the effectiveness of the
algorithm. Problems with millions of variables have veen solved in a
few minutes on these massively parallel machines, aud speedups of 90or
more were achieved.

Renato De Leone

Center for Parallel Opti.rization,

Computer Sciences Deps * ent,

University of Wisce -1 M ‘1son,

1210 West Dayton St~ dison, WI 53706 phone: (608) 262-5083
FAX- (608) 262-97

email: deleonedics -

Mary A. Tork Roth

Center for Paralle! Optinuzation,

Computer Sciencs Department,

University of Wisconsin Madison,

1210 West Dayton Street. Madison, VW 53706
email: totkroth@cs wisc.eda

On the effects of scaling on Projected Gradient
Methods for Solving Bound Constrained Quadratic Program-
ming Problems

We consider the bound constrained quadratic programming problem
minger= $u7 Au — u”} subject to c S u < d. Here Aisannxn
symmetric matrix, b,c, and d are known n-vectors. We have investi-
gated projected gradient strategies for this problems. In this paper,
we give reasons why such strategies will tend to be well behaved for
positive definite matrices A. Moreover, we show why diagonal scaling
will greatly improve this behavior. We present bounds on the difference
between the optimal stepsize for the gradient direction and the optimal
stepsize for the projected gradient direction for positive definite A. We
show that diagonal scaling will improve that bound and that the bound
is particularly good for generalized diagonally dominant matrices. We
piesent computational results from the journal bearing problem which
demonstrate the effects of scaling of convergence.

Jesse L. Barlow

Computer Science Department
The Pennsylvania State University
University Park, PA 16802
F-mail: barlow@cs.psu.edu
Telephone’: 814:863-1705

FAX: 814-865-3176

Gerardo Totaldo . - i
Utiversita della B.. s eata . B o
85100 Potenzai:Italy. < _ s Tt

E—maﬂ-»TORALDO@PZVX% GJNECAIT -
Telephone: 011:39-81:351-6996 - R
FAX 011-39-81-561-6355 )
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A Truncated SQP Algorithm for Large Scale Nonlinear Pro-
gramming Problems

In this paper we propose an SQP algorithm for the inequality con-
strained nonlinear programming problem. The emphasis here will be
on two aspects of the general procedure, namely, the approximate solu-
tion of the quadratic subprogram and the need for an appropriate merit
function. We first describe an appropriate merit function for the in-
equality constrained problem and an (iterative) intetior-point méthod
for solving (approximately) the quadratic subprobleni. We then show
that the approximate solution yields a descent direction for the merit
function. An implementation of our algorithm is suggested and some
numerical results are presented.

Paul T. Boggs

National Institute for Standards and Technology, Gaithersburg, MD
Jon W. Tolle

University of North Carolina, Chapel Hill, NC

A direct search method that employs quadratic
model functions

Recently the author extended the Nelder and Mead simplex method to
constrained optimization calculations by constructing linear models of
the objective and constraint functions, these models being defined by
linear interpolation at the vertices of the current simplex. Excellent
accuracy can be achieved, but usually the number of iterations is high
due to the unsuitability of linear models when curvature is important.
Therefore we aduress the idea of defining quadratic models by inter-
polation at {(n-+1)(n+2) points, where n is the number of variables,
A way of picking and updating the points is described that maintains
nonsingularity of the interpolation equations. Further, some numerical
results compare this technique with other methods.

M.J.D. Powell

University of Cambridge

Dept of Applied Maths and Theor Phys
Silver Strect

Cambridge, CB3 9EW, England
Telephone: (England) 223-337889

Fax: 223.337918

An Interior Point Algoritha for Nonlinearly
Constrained Problems

We describe an extension of the primal—~dual
interior point LP algorithm to large sparse NLP's
of general form. Ir applies the equation solving
procedure of Duff, Nocedal, and Reid to the Kuhn-
Tucker conditions of a barrier problem, so each
trial step is computed by solving an LP. Options
investigated include predictor-corrector variants,
and second order corrections for speeding up the
equation solver. Second derivatives are required,
and we discuss how these may be obtained and
manipulated, when coupled to an algebraic
modeling language like GAMS. Computational
results are provided for an implementation using
IBM's OSL simplex LP code.

Prof. Leon Lasdon and Prof. Gang Yu
both have the following address:

Department of Management Science and
Information Systems

College of Busindss Administration

The University of Texas at Austin

Austin, TX 78712-1175

Prof. John C. Plummer -

Department of - Camputer Information Systems
and Adninistration Sciénces

Southwest Texas State University .

San Marcos, TR 78666 ‘
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Constrained Optimization Algorithms Using Limited Memory
Methods

In optimization problems where the number of variables is tco
large to allow a full Hessian approximation to be stored, limited
memory methods generate a quasi-Newton approximation to the
Hessian reflecting only the most recent updates, with a great sav-
ings in storage. These methods have proven very effective for
unconstrained optimization. In this talk we consider some issues in
adapting limited memory methods to solving large scale bound
constrained and generally constrained optimization problems. We
make use of a new compact closed form representation for limited
memory quasi-Newton matrices that facilitates operations with
constraints. We discuss an algorithm for bound constrained optim-
ization that uses this representation with significant savings in
linear algebra costs. We also consider the use of limited memory
approximations in a successive quadratic programming method for
general constrained optimization,

Richard H. Byrd

Computer Science Department

University of Colorado

Bouldef, Colorado 80309

Jorge Nocedal

Dept. of Electrical Engineering and Computer Science
Northwestern University

Evanston, Hlinois 60208

Control System Radii and Sonstandard optimisation
Probleas

The development of numerical methods for control
of systems governed by partial differential
equations often makes use of finite element,
finite difference or Galerkin schemes to produce
a finite dimensional "design model*. Once this
finite dimensional "approximating” control system
is constructed, numerjcal or linear algebra
algorithms ure used tc solve the corresponding
finite dimensional control problem. The
numerical conditioning of the finite dimensional
control problem will depend on the choice of the
approximation scheme as well as the type of
control problem tc be solved. Control system
radii often provide a measure of the conditioning
of specific control problems. In this talk, we
discuss several nonstandard optimization problems
that occur when one attempts to compute control
asysten radii for Galerkin approximations of
infinite dimensional control systems.

John A. Burns
Kimberly L. Oates
Interdisciplinary Center for Applied Mathematics
Department of Mathematics
Virginia Polytechnic Institute
and State University
Blacksburg, VA 24061

Gunther Peichl
Institut fur Mathematik
Universitat Graz
A-8010 Graz,.AUSTRIA

An a Jonthm _for_optimizing’ MESFET desi jr_t

We discuss ah-optimization algonthm for use in’
MESFET design:- This resulting code- ig»used.in: .
conjuction with:a GaAs MESFET nodel (!‘EFLDR) in n, s
widely distributed- CAD package for, micTowave . g
semicorductor:devices.. - The n-dmenamr_xal
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functions to be optimized have two levels: of
structure. A simple larger level, and a finer
level of structure which imposes a rough surface
on the basin. This rough surface gives the
problem many local extrema. The algorithm is a
projected quasi-Newton method which uses a
decreasing sequence of finite difference steps to
avoid local extrema and approximate tne global
minima as well as possible.

P, Gilmore & C.T. Kelly
Department of Mathematics
North Carolina State University
Box 80205

Raleigh, NC 27695

Optimization Techniques “or Molecular Structure Determina-
tion

An important area of research in computational biochemistry is the
design of molecules for specific applications including, for example, the
treatment of cancer. The design of tiese chemicals depends on the
accurate determination of the stucture of biological macro-molecules.
The underlying assumption in this problem is that molecules assume
the structure of lowest free energy which reduces the problem to a
global minimization problem. However the large number of local min-
ima makes this an extremely difficult problem for all standard opti-
mization methods. We will discuss several approaches to this problem,
including a genetic algorithm, a Nelder-Mcad simplex method, and 2
Newton method, along with numerical results.

Michael E. Colvin, Richard S. Judson, Juan C. Meza,
Sandia National Laboratories, Livermore, CA

Velocity Estimation: A Difficult
Nonlinear Optimization Problem
from Seismology

The estimation of velocities in the
earth from seismic waveform data is a
difficult and still uncompleted task

in geophysical data processing. Straight-
forwvard formulations of velocity
estimation as a best-fit problem are
plagued by severe computational diffi-
culties: 1local {Newton-like) optimi-
zation algorithms simply fail to yield
useful results. This talk will review
the reasons for the failure of best-fit
via Newton, and outline a modification
of the best-fit approach more amenable
to local techniques.

William W. Symes

Department of Mathematical Sciences
Rice University

P.0.B. 1892

Houston, TX 77251

Newton-Tike Proximal Point Method: Convergence
and Application

The Proximal Point Method (PPM) has long: been
noticed as one of the attractive methods for
convex progrmnning and min-max convex-concave
programing. Yet, the classica1‘PPN“typicatly
exhibits slow convergence so a key question
concerns how the convergence of the method can be
accelerated. It has béen n.ticed that the PPM is
equivalent to-the steepest descent. method for
MMMﬁmacwhmdﬁknmhMewmﬁm "
associated with’ the: problam, Thus ; ‘one way 45" tn
apply a second-order method to minimize this
function. Unfortunately, owing to the- compiexaty

of the function, this approach does not appear to
be feasible. Instead, we will introduce an
extended proximal point algorithm, This method is
no more difficult to implement than the classical
PPM and yet, under mild conditions on the problem,
is s&berlinear]y convergent, When applied to con-
vex programm1ng and min-max donvex-concave pro-
gramming, this method shiows encouraging numerical
résults compared with the classical FPM,

230

Maijian Qian

Department of Mathematics
University of Washington
Seattle, Washington 98:i95

Some Recent Results on Proximal-like Methods in
Convex Optimization

Proximal-like minimization methods can be
constructed by veplacing the usual quadratic
regularization kernel with kernels which are
typically entropy-like in form. This approach
leads to several interesting algorithms for
solving convex programs. This talk wili report
on some recent progress on convergence analysis,
new variants and potential applications of these
proximal-like methods.

Marc Teboulle

Department of Mathematics & Statistics
University of Maryland

Baltimore County Campus

Baltimore, MD 21228

Convergence Rates of Proximal Point Algorithms
for Convex Minimization

Traditionally, the convergence analysis for the proximal point algo-
rithm (PPA) for the minimization of a convex function f : R" —

R U {00} has been studied in terms of the distances |28+ — z*}],
where x* is the kth iterate. In this talk, we show that global
estimates can be obtained in a simple manner for the residual
f(z¥) ~ min £, without any restrictive assumptions on the func-
tion f.

We first obtain such estimates for the classical PPA method. It is
also shown that the trajectory of the PPA is asymptotically inais-
tinguishable from a continuous trajectory. This fact throws light on
the efficiency of some aggressive stepsize selection rules employed
in the literature.

We then propose an acceleration of the classical PPA, using some
ideas of Nesterov. This algorithm has close connections with the
conjuigate gradient algorithm of Hestenes and Stiefel.

Osman Guler

Faculty of Technical Mathematics and Informatics
Delft University of Technology

Mekelweg 4, Room 6.14

2628 CD Delft

THE NETHERLANDS

Partial Proximal Algorithms and Partial Methods
of Multipliers: The Quadratic and Entropy Cases

We consider an extension of the proximal mini-
mization algorithm where only some of the mini-
mization variables appear “in the quadratic prox-
imal term. We interpret the resulting iterates
in ferms of the iterates of the standard algo—
rithn and we show & uniform’ descent Property; - -
which holds 1ndependent1y of thé=praxinu1 tétms
used. This property is used to give ‘simple cnn— i
vergence proofs of parallel algotithms vhere -
multiple processors simultanecusly execute- prox-
imal iteratfons using different partial proximal
terms.
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Dimitri P. Bertsekas, Department of Electriral
Engineering and Computer Science, Massachusects
Ingtitute of Technology, Cambridge, MA 02139.

Paul Tseng, Department of Mather :tics, University
of Washington, Seattle, WA 981¢ ..

A Generic Auction Algorithm for the Minimum Cost
Network Flow Protlem

in this paper we broadly generalize the assignment
auction algorithm to solve linear minimum co3t
network flow problems. We introduce a generic
algorithm, which contains as special cases a
nunber of interesting algorithms, including the E-
relaxation method, the auction algorithm for
transportation problems, a new network auction
algorithm, and a new algorithm for the X node-dis-
joint shortest path problem. We provide a broadly
applicable complexity analysis of the generic
algorithm, and we demonstrate the performance of
various special cases of the algorithm via com-
putational experimentation.

Dimitri P, Bertsekas
Department of electrical Engineering
and Computer Science
Massachusetts Insitute of Technology
Cambridge, MA 02139

David A. Castanon
Department of Electrical and
Computer Engineering

Boston University

Boston, MA 02215

An Efficient Implementation ot a Network Interior Point
Method

DLNET, an efficient itnplementation of the dual affine scaling algonthm
for minimum cost capacitated network flow problems is described. The
efficiency of this implementation is the result of three factors: the
small number of iterations taken by intetior point methods; efficient
solution oi the linear system that determines the ascent directior; using
a preconditioned conjugate gradient algorithm: and a strategy used
to stop the algorithm with an uptimal ptimal vertex solutiop. The
combination of these three ingredients resuits in a code that can solve
minimum cost network flow problems having hundreds of thousands
of vertices in a few hours on a MIPS R3000 processor. whereas the
a network :.mplex implementation requires several days. Extensive
computational experiments compare DLNET with NETFLO

Mauricio G.C. Resende

ATLT Bell Laboratories. Murray Hill, NJ
Geraldo Veiga

University of California. Berkeley, CA

A Class of Trust Region Algorithms for Optimization Using
Inexact Frojections on Convex Constraints: Application to
the Noulinear Network Problem

A class of trust region based algorithms is presented for the solution
of nonlinear optimization problems with a convex feasible set [1]. At
vatian. » with previously published analysis of this type, the theory pre-
sented allows for the use of general norms. Furthermore, the propos=
algorithms do not zequite the explicit computation of the projectea
gradient, and can therefore be adapted to cases where the projection
onto the feasible domain may be expensive to calculate, The talk will
concentrate on the application of a particular practical algorithm of
the cisss to the solution of the nonlinear network problem and some
r.umerical experiments will be reported.

[1] A-R.Cona, N.LM. Gould, A. Sartenaer and Ph. L. Toint, “Global
convergence of a class of trust region algorithms for optimization
using inexact projections on convéx const.. ints”, (submitted to
SIAM Journal on Optimization), 1991.
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Annick Sartenaer

F.UND.P.

Departement de Mathematique
Rempart de la Vierge 8

B-5000 Namur, Belgique

LSNNO, a FOIiTRAN Subroutine for Solving Large-scale
Nonlinear Netvvork Optimization Problems

We describe the im siementation and testing of LSNNO, a nicw FOK-
TRAN subroutine for solving large-scale nonlinear network optimiza-
tion problems. The implemented algorithm applies the concepts of
partial separability and partitioned quaei-Newton updating to high-
dimensional nonlinear network optimization problems. Some numerical
results on both academic and practical probiems are reported.

Daniel Tuyttens

Faculte Polytechnique de Mons

Departement de Mathematique st de Recherche Operationnelle
fue de Houdain, 9

B-7000 Mons, Belgiqus

Classification Tree Ogtimigation by Simulated Annealing

This research investigates & new approach to the design of classifica-
tion trees. Trees have application in such areas as diagnostic systems,
the design of data processing algorithms, pattern recognition, and ex-
pert systems. Current methods of tree design that guarantee optimal
solutions, such as dynamic progtamming, ate not practical since re-
quired storage and/ or CPU time grow exponentially with problem
size. Greedy algorithms, based on Information Theory, while being
fast, do not guarantee optimalily and do not easily accommodate con-
straints. Our research applies simulated annealing to find tree designs
that are optimal or near-optimal with respect to arbitrary cost criteria.

University of Southern California
Los Angeles, CA, and

The Aerospace Corporaiion

P. O. Box 92957

Los Aageles, CA 90609
Raymoend S. DiEsgosti

The Aerospace Cotporation

Ensemble Simulated Annealing for Parallel Architectures

An adaptive implementation of simulated annealing for parallel archi-
tectures is presented. The implementation uses ensembles of random
walkers, i.e. many identical copies of the problem running neacly inde-
pendently. One processor (the master) collects values of the first two
moments of the energy and adaotively adjusts the temperature and the
ensemble size. The other processors perform independent simulated an-
nealing and share only a commor temperature. The implementation iz
easily adapted to different problems and different parallel platforms.

Peter Salamon, Luging Wang, Andrew Klinger, and Yaghout Nourani
Department of Mathematical Sciences

San Diege State University

San Diego, CA 92182

The Demon Algorithm

A generalization of simolared annealing is introduced. The algorithmis
constructed in analogy to the action of MaxwellUs Demon and lias been
motivated by an information-theoretic analysis of simulated annealing.
The algorithm is based on an ensemble of identical systems that are
annealed in parallel The ensemible evolves according to a sequéac: ¢
target distributions with the aim of ending up in a disteibltion that
1s concentrated on optimal solutions. The algorithm is based on cul-
Jective moves and has been implemented for graph bipartitioning and
seismic deconvolution Its performance is compared with conventional
simulated annealing and » downhill search algorithm.

Theo Zimmermann and Pcter Salamon

Department of Mathematical Sciences

San Diego State tniversity -
San Diego, CA 62182
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Beamforming with Simulated Annealing

Beamforming is an excellent application of simu-
lated annelaing because the number of parameters
is large and it is possible to compute energy
changes efficiently. The unknowns include the
directions and discretized time series of the
sources. Performance may be improved be including
additional unknowns such as the contribution of
noise or corrections to the locations of receivers.
The cost furction is parabolic in each of the time
series parameters. Improved efficiency is
achieved by accepting uphill perturbations only
for the non-parabolic parameters. Beamforming by
optimization significantly outperforms conven-
tional beamforming methods in which all of the
unknowns are collapsed to a single steering para-
meter. A smaller receiver-to-source ratio is
required and it is easy to bemefit from a priori
information. Results will be presented for real
and simulated acoustic data, including cancella-
tion of noise from a horizontal array towed in the
ocean and extraction of a single speaker from a
crowd,

Michael D. Collins and W.A. L perman
Naval Research Laboratory
Washington, DC 20375

A Sparse Updating Approach to Problems in Column Block
Angular Form

We propose a hasis-updating technique for active set methods for the
special case that the constraints are in column block angular form
{CBAF) CBAF occurs in time-series and other partitioned problems.
Our updating approach 1s based on an orthogonal factorization and
has the special property that the CBAF structure is preserved after an
arbitrary number of pivots. The algorithm allows block parallelization
and individuai block reinversions.

Julic M Stern. University of Sao Paulo
Stephen A. Vavasis. Cornell University

A New lterative Methad for Solving Symmetric Indefinite
Linear Systems Arising in Optimization

Many optimization algorithins, such as interior-point methods for lin-
ear and nonlinear programs or sequential programming methods for
constraind nonlinear programs, require the solution of Kuhn-Tucker
optimality conditions. Typically, this leads to linear systems with sym-
metric, but highly indefinite cocfficient matrices. Often. these systems
are very large and sparse and it is attractive to use iterative techniques
for their solution. Unfortunately, existing algorithms for symmetric
systems, such as SYMMLQ and MINRES, usually converge slowly for
highly indefinite matrices. Furthermore, these schemes can be used
only with positive definite preconditioners, which leaves the systems
highly indefinite. In this talk, we propose a new iterative method for
solving symmetric indefinite linear systems, which can be combined
with general syminetric preconditioners. The algotithm can be inter-
preted as a special case of the QMR approach for non-Hermitian linear
systems, which was rccently proposed by Freund and Nachtigal, and,
like the latier, it generates iterates defined by a quasi-minimal residual
property. The proposed method has the same work and storage re-
qmmnents per iteration as SYMMLQ or MINRES, however, it usually
converges in consxdcrably fewer iterations. Numérical experiments for
linear systems arising in optimization problems are reported.

Ro' md W. Freund

Research Institute for Advanced Com: uter Sc:ence
Mail Stop Ellis Street

NASA Ames Research Center

Moffett Field, CA 94035

Hongyuan Zha

Computer Science Department
Stanford University

Stanford, CA 94305

Preconditioned Iterative Techniques for Sparse Linear Algebra

Problems Arising in Circuit Simulation

The DC operating point of a circuit may be computed by track-
ing the zero curve of an associated artificial-parameter homo-
topy, and it is possible to devise curve tracking algorithms for
such homotopies that are globally convergent with probability
one. These algorithms require computing the one dimensional
kernel of the Jacobian matrix of the homotopy, and hence the
solution of a linear system of equations. These linear systems
are typically large, highly sparse, nonsymmetric and indefi-
nite. A number of iterative methods, including Craig’s method,
GMRES(k), BiCG, QMR and LSQR, are applied to a suite of
test problems derived from simulations of bipolar circuits. Pre-
conditioning can have a significant impact on the performance
of these methods, and several techniques are considered, in-
cluding ILU and variations, and block diagonal preconditioners.
Timings and convergence statistics are given for each iterative
method and preconditioner.

William D. McQuain, Calvin J. Ribbens,

and Layne T, Watson

Department of Computer Science

Virginia Polytechnic Institute & State University
Blacksburg, VA 24061-0106

Robert C. Melville

AT & T Bell Laboratories
600 Mountain Avenue
Murray Hill, NJ 07974-2070

Graph coloring and
the estimation of sparse Jacobian matrices
using row and column partiticsirg

It is well known that a sparse Jacobian matrix can be estimated in
much less function evaluations than the number of columns by using
the CPR technique. The CPR metliod estimates a group of columns
using one function evaluation. An often cited example by 5. Eisenstat
shows that if the rows of the matrix are partitioned in two blocks then
fewer function evaluations is needed. In this talk we will discuss a
dizect method to estimate the Jacobian matrix and show the relation-
ship between grouping together both rows and columns and the graph
coloring problem. We will also discuss an implementation of the direct
method.

Trond Steihaug and A.K.M.Shahadat Hossain

University of Bergen

Department of Informatics

Hoyteknologisenteret

N-5020 BERGEN NORWAY

Yomard Probabilistic Analysis of interior-Point Algorithms
for Linear Programming

We propose an approach based on interior-
point algoritims for linear programming (LP). We
show that the algorithm solves a class of LP
problims in strongly polynomial time, 0{+nlogn)-
iteration, where each iteration solves a system of
linear equations with #i>variables.. The statistical
data of the golutions of the NEILIB probleéms seen
to indicate that most of these probless are in
this class. Then, we show that somc random 1P
problems, with high probability (probability
converges to one ds -n.approaches infinity), are
in this cldss. These random probhls include
Borgwardt's and Todd's ptobabilistic models with
the Gauss distribution.
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Ar Artifficial Self-Dual Linear Program.

How to ‘aitiate primal-dual interior point algorithms for
linear programs is an important issue. One approach is
to construct an artificial primal-dual pair of linear pro-
grams having known interior feasible solutions. Another
is to modify primal-dual interior point algorithms so as to
start from infeasible or exterior points. The latter leads
to a so-called primal-dual exterior point algorithm. We
introduce an artificial self-dual linear program for which
we can adapt many primal-dual interior point algorithms,
and discuss its relations to the exterior point algorithm.

Masakazu Kojima : Dept. of Information Sciences, Tokyo
Institute of Technology, Oh-Okayama, Meguro, Tokyo
152, Japan

Nimrod Megiddo : IBM Research Division, Almaden
Research Center, 650 Harry Road, San Jose, CA §5120-
6099, USA

Shinji Mizuno : The Institute of Statistical Mathematics,
4-6-7 Minami-Azabu, Minato-ku, Tokyo 106, Japan

Akiko Yoshise : Institute of Socio-Economic Planning,
University of Tsukuba, Tsukuba, Ibaraki 305, Japan

On the Convergence of the Iteration Sequence in
Primal-Dual Interior Point Methods

Speaker: Richard Tapia, Rice University

(No abstract received at the time this Program
went to press).

Ellipsoidal trust regions and prox functions for linearly con-
strained nonlinear programs

Trust region methods for inequality constrained optimization have been
successfully developed mostly for simple constraints, using as trust re-
gions the intersection of spheres and the feasible set. We-approach lin-
ear constraints using interior points and ellipsoidal trust regions that
change size and shape simultaneously to deal respectively with preci
sion of the model functions and adaptation o the interior of the feasible
region. In this talk we study the global convergence of the resulting
algorithms both for convex and nonconvex problems, discussing the
relationship of trust regions and prox functions.

Clovis C. Gonzaga

COPPE - Federal University of Rio de Janeiro

Cx. Postal 68511, 21945 Rio de Janeiro, RJ, Brazil
e-mail gonzaga@brincc.bitnet,

"General Modeling Framework for Robust
Optimization™

Robust optimization provides a systematic,
practical approach for handling inaccuracies
which occur in real-world dsia. Two forms of
robustness are proposed: feasibility, and
objective function. The framework encompasses
several classical methods for noisy dara.

The resulting models are large-scale nonlinear
programs, whose structure can be exploited
by parallél/distributed algorithms.
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John M. Mulvey

Department of Civil Engineering
and Operations Research

Princeton University

Princeton, New Jersey 08544

U.S.A.

"Decomposition and Robust Optimization"

We have been working for some time on
decomposition approaches to solving a class
of robust optimization problems that arise
in stochastic programming. In this lecture
we will outline the underlying mathematical
techniques involved, and will describe some
of the numerical work we have done to implement
these techniques. We will also give some
sample numerical results to illustrate the
performance of these decomposition methods.

Stephen M. Robinson and Bock Jin Chun
Department of Industrial Engineering
University of Wisconsin - Madison

1513 University Avenue

Madison, WI 53706-1572

"Robust Optimization: Massively Paraliel
Solution Methodologies'

We will discuss strategies for designing
a variety of algorithms for the solution of
robust optimization problems on massively
parallel architectures. One of the key
attractive features of the algorithms is that
(1) they are scalable and, hence, as the
problems get larger they can exploit anm
increasing number of processing elements, and
(2) they conform to the paradigm of data-
level parallel programming. We will discuss
our experience with one of the algorithms
implemented on the Connection ‘lachine CM-2.

Stavros A. Zenios

Decision Sciences Department

Suite 1300 Steinberg-Dietrich Hall
The Wharton School

University of Pennsylvania
Philadelphia, Pennsylvania 91904-6366
U.S.A.

"Robust Jptimization: Interior Point
Solution Methodologies"

Interior point methods for quadratic
programming generally outperforms other
methods on very large scale specially
structured problems. An excellent example
of such problems arises in the area of
robust optimization. In this talk, we
will describe our experience solving very
large robust optimization problems using
L0Q0, which is an incerior point code we
have developed for quadratic programaing
problems.

Robert J. Vanderbei

Princeton University

D partment of Civil Engineering
and Operations Research

Princeton, New Jersey 08544

U.S.A.
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Semi-Definite Programming: Duality Theory, Eigenvalue
Optimization, and Combinatorial Applications

We consider the problem of minimizing a linear function of a symmetric
matrix X, subject to linear constraints on the matrix and the additional
condition that X be positive semi-definite. Formally, we solve the semi-
definite programming problem (SDP):

mn{CeX: X0, AeX=bhfori=1,---,m}

where “o” indicates the inner product of matrices (that is, As B =
Y Ai; B,j = trace AT B), and X - 0 means X is positive semi-definite.
We will develop a duality theory for this problem, and show that this
theory is quite similar to duality in linear programming. We wiil also
derive a “complementary slackness” theorem analogous to linear pro-
gramming. Furthermore, we will show that various eigenvalue opti-
mization problems are special instances of the SDP problem. The
most general form is:

min {my A (X) + -+ M (X)) : A;e X =k, fori=1,---,m}

where m; > --- > my; > ( are given constants and A; are given matri-
ces. We will derive dual problems and complementary slackness results
for these problems as well. Finally, we will demonstrate some applica-
tions of the SDP problem in combinatorial optimization, in particular,
in maximum clique, graph partitioning, and the largest k-partite sub-
graph problems.

Farid Alizadeh

University of Minnesota

Minneapolis, Mn, 55455

e-mail: alizadeh@cs.uran.edu

Measures for SR1 Updates

Measures of deviation of a symmetric positive definite mattix from the
identity are introduced. They give rise to symmetric rank-one, (SR1)
sived updates. The measures are derived by considering the volume
of the symmetric difference of the ellipsoids, which form the current
and updated quadratic models, for quasi-Newton methods for uncon-
strained minimization. In addition, it is shown that the £; condition
number provides a relationship between the various sized updates and
provides a way of choosing between sized updates. A common theme
for the measures is the importance of the eigenv.-lues of the updates.
Replacing the eigenvalues by a (scaled) norm conaition is discussed.
Numerical tests are included.

Henry Wolkowicz

Department of Combinatorics and Optimization
Faculty of Mathematics

University of Waterloo

Waterloo, Ontario, N2L 3G1, Canada

Shape Optimizing Eigenvalues of the Laplacian

We present a numerical analysis of a 1956 conjecture of Payne, Polya,
and Weinberger. The conjecture asseris that the ratio of the first
two tigenvalues of the Laplacian on a bounded domain {2 of the plane
with Dirichlet boundary conditions reaches its minimum value precissly
when {1 is & disk. A crucial feature of this problem is the loss of
smoothness of the objective function at the solution. The following
results form the core of our numerical treatinent. First, we construct
finite dimensional families of deformations of a disk equipped with a
uniform triangulation. This permits the formulation of a discrete model
of the problera via finite element techniques. Second, we build on the
work of M. Overton to derive optimality conditions in terms of Clarke’s
generalized gradients for nonsmooth functions. These ideas are then
combined into an algorithm and implemented in Fortran.

1.-P. Haeberly

Fordbam University

Bronx, NY

Al

Bounds for Eigenvalues and Singular Values of Matrix
Completions

Two kinds of completion problems are discussed:

& Identification of the least upper bound and of the greatest lower
bound for the p-th eigenvalue of hermitian completions of a given
n x n partial matrix (the eigenvalues of a hermitian matrix are
arranged in the noncincreasing order).

» identification of the greatest lower botnd for the p-th singular
value of completions of a given m x n block triangular partial ma-
trix (again, the singular valies are arranged in the non-increasing
order.

The first problem is an extension of the results on positive completions
{see H. Dym and 1. Gohberg, Linear Algebra Appl. 36 (1881), 1-24
and R. Grone, C. R. Johnson, E. M. de Sa and H. Wolkowitz, Linear
Algebra Appl. 58 (1984), 109-124).

The second problem may be viewed as an extension to other singular
values of Parrott’s theorem (S. Parrott, J. Funct. Anal. 30 {1978),
311-328).

The Toeplitz case will also be discussed.

The talk is based upon joint work with 1. Gohberg, L. Rodman, and
T. Shalom.

Hugo J. Woerdeman

Department of Mathematics

The College of William and Mary
Williamsburg, Virginia 23187

This paper examines the analytical and computational
differences between Differential Dynamic
Programming (DDP) and stage-wise Newton’s
method, which are both quadratically convergent
methods for solving discrete-time optimal cuntrol
problems. Results presented indicate DDP converges
in many fewer iterations and with less CPU time than
that required by Newton’s method. In addition, the
numerical results indicate that Newton’s method is
more likely to require a shift procedure to overcome
problems with non-positive definite matrices.
Reasons for these differences are explained. For
difficult, non-convex, large scale example problems,
DDP computes solutions over ten times faster than
the stage-wise Newton’s method.

Christine A. Shoemaker and Li-Zhi Liao
School of Civil and Environmental Engineering
Cornell University

Ithaca, N.Y. 14853 USA

Numercial Solution of an Optimal Control Problem arising in
Phase Field Models

This talk is concerned with the numerical solution of an optimal control
problem governed by a parabolic PDE with a free boundaty, The
free boundary is handled using the enthalpy method. This leads to a
system of nonlinear parabolic PDEs defining the state. We focus on the
optimization part of the control problem discussing how to ificorparate
its structure and how to deal with the scale induced by d:su-atmuon

M. Heinkénschloss
Universitat Trief

FB IV - Mathematik
Postfach 3825

D-W-5500 Trier

Federal Republic of Germany
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Solution of a Nonlinear Boundary Control Problem
by Reduced SQP

We present a new approach for the numerical solution of a control prob-
lem governed by a nonlinear diffusion equation. Problems of this type
occur for example when firing ceramic products in a kiln. We interpret
the discretized problem as a constrained minimization problem, and
we use a suitable representation for the null space of the Jacobian of
the constraints to develop a reduced secant method which exploits the
sparsity pattern of the Jacobian and offers practicable storage require-
ments. Compared to Newton’s method for the unconstrained problem
the proposed algorithm avoids the solution of nonlinear equations per
iteration and the computation of second derivatives. A fast two-step
superlinear convergence can be observed numerically.

F.-S. Kupfer and E. W. Sachs

Universitdt Trier

FB IV - Mathematik

Postfach 3825

D-W-5500 Trier

Federal Republic of Germany

A New Homotopy Method for Solving the # 2
Optimal Model Reduction Problem

The optimal model reduction problem, arising from various en-
gineering applications, is one of the fundamental problems in
control and system theory. Current methods for solving this
problem include reducing the problem to the optimal projec-
tion matrix equations, which are then solved by a homotopy
method. For a large system the computer time needed to
obtain a satisfactory solution may be prolubitive, The new
approach we propose is to apply a probability-one homotopy
method directly to the cost function and use far fewer indepen-
dent variables than the optimal projection equation approach,
thereby considerably reducing the execution time and storage
requirements. Several examples are given and the results of the
new approach are compared with those obtained by the current
methods.

Yuzhen Ge, Layne T. Watson

Department of Computer Science

Virginia Polytechnic Institute and
State University

Blacksburg, VA 24061-0106

Emmanuel G. Collins, Jr.
Harris Corporation B
P.0. Box 94000 )
Melbourne, Florida 32902

An Application of Semiinfinite Pregramming Methods to Non-
linear Approximation Problems

We consider the problem of uniform approximation by rational func-
tions over compact sets. Such problems can be easily reduced to semi-
infinite programming problems; unfortunately, these SIP problems are
nonlinear and usually nonconvex. A metliod for finding global solu-
tions to this type of SIP problems is described; it generates a sequence
of (usually large scale} linear programming problems. Strategies for
the reduction of the size of these LP problems based on their special
structure are also investigated and illustrated on numerical examples.

Miroslav D. Asic
Department of Mathematies
The Ohio State University
Newark Campus. University Drive
Newark. OH 43055-1787

Vera V. Kovacevie-Vujeic
Depariment of Mathematics
Faculty of Organizational Sciences
University of Beigrade

ul. Jove llica 154

11040 Belgrade - Yugoslavia
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New Method of a (Global Optimization

Most practical problems are described by complex
nonlinear equations (diffierential,decrete, com -
bunatoriel,etc). A new méthod of optimisation of a
re-definition of the functional over a wider sst
and a deformation of the functional on the initial
and additional sets is proposed. The method allows
{a) to reduce the initiel complex problem of opti-
Rizatiom to®series of simplified problems,
(b) to find the subsets containing the points of
glcbal minimum and to find the subsets containing
better {or worthier) solutions thap the given one,
(e) to obtain a lower estimate of the global mini-
mum, The author applied this method to many techniw
cal problems: control,autometion,aviation,aeronav-
tics,ecomics,ganes,theory of counter strategy,etc.
Reference: A.Bolonkin,"i New Approach to Finding
a Global Optimm®, New American's Collected Scien-
tific Reports. Vol.l,1991, p.45-50. The Bnai Zionm,

‘Alexander A. Bolonkin
Courant Institute of Mathematical Sciences
New York, USA

Efficient Hybrid Techniques for Solving some Global
Optimization Problems

In this talk we discuss a number of hybrid techniques that seem to be
worthwhile for the solution of bilevel. bilinear and nonconvex quadratic
programs. The procedures are based on Sequential LCP or patametric
optimization and incorporate interior point methods or descent algo-
rithms for nondifferentiable optimization. Computational experience
is included to show the appropriateness of these methodologies.

Luis N. Vicente and Joaquim J. Judice
Departamento de Matematica
Universidade de Ccimbra

3000 Coimbra

Portugal

Potential Transformation Methods for Global Optimiration

Several techniques for global optimization treat the objective function
f as a force-field potential. In the simplest case, trajectories of the
differential equation £ = —V§ sample regions of low potential while
retaining the energy to surmount passes possibly leading to even lower
local mivima. A potential {ransformation is an increasing function
V:R =+ R. It determines a new potential g = V(f), with the same
minimizers as f, and new trajectories satisfying ¥ = ~Vg = —%’-Vf.
We discuss a class of potential transformations that greatly increase
the attractiveness of low local minima. As a special case, this provides
a new approach to Griewank’s equation [JOTA 34(1981) 11-39].

Jack W. Rogers, Jr.
Division of Mathematics
Auburn University, AL 36849 .

Robert A. Donnelly

Department of Chemistry
Auburn University, AL 36849

A Global Conv
for Constrained
A global convérgénce theory for a trust region algorithm for
solving the large, smooth nonlinear programming problem is
presented.

ce Theory for a Trust Region Algorithm-

timization E

The algorithm is a generalization of the Steihaug-Toint . -

dogleg method for the unconstrained case, viaa Vardi.
subproblém. Using the augmeénted Lagrangian as merit

fanction, a scheme for updating the penalty parameteris . -

discussed and global convergerice theorems are established.
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J. E. Dennis, Jr.

Maria Cristina Maciel

Departrient 6f Mathematical Sciences
Rice University, P.O. Box 1892
Houston, Tx 77251,

An Implicit Trust Region Algorithm for
Constrained Optimization

In order to solvé the problem
min fx)iga) = 0; x<x<%,

we consider algorithms that at each iteration
solve

mme(xk)td-i- dthd-i- HdH2

s.t. gix¥) + gixk) dk = 0; ;§$xk+dk'si.

Although the direction d¥ is also the -solution of
some trust region problem we find advantages in
manipulating ok instead of the size of the region.
We establish asymptotic properties of the
direction for large ok. This allows us t¢ design a
globally convergent algorithm. Under reasonable
assumptions this algorithm is superlinearly or
quadratically convergent.

Frédéric BONNANS and Geneviéve LAUNAY
INRIA - Projet PROMATH, Domaine de Voluceau,
BP 105, 78153 Rocquencourt, France.

Numerical Experience with a Merit Function for Inequality
Constraints

Recently, Boggs, Tolle and Kearsley suggested a ment function for
inequality constrained nonlinear programming problems. The merit
function has many desirable properties. In this talk. we discuss the
numerical effectiveness of this merit function for solving large scale, in-
equality constrained, nonlinear programs using the sequential quadratic
programming {SQP) algorithm

Anthony J. Kearsley

Department of Mathematical Sciences
Rice Univemsity

Houston, TX 77251-1892

Another Look At Direction Finding Methods

Solving inequality constrained nonlinear pro~
gramming problems by the method of feasible
directions requires the solution of a linear
or guadratic programming subproblem to deter-
wine an improving direction. Important con-
sideration is the length of the direction
vector. Several direction finding methods
have been proposed, all of which impose a
length constraint wvhile using a gradiént pro-
jecting criteria. A new formulation is
suggested in which the trade-off between length
and projection is made explicit in a quadratic
objective function. Gbmputatiml expérience
on published test problems will be rﬁporteﬂ*

Mark Cawood
Michael Fostreva . T L

Department of !laﬂxemticﬂ Srziences - -
Cimuﬁ tniversity - ) ST =
5C 29&3?4-{96? LT .

Parallel Extreme Point Algorithms for Linear Programining

We view the linear program as a search graph. A node in this graph
corresponds to a {fow) basis, and an arc connects nodes whose corre-
sponding bases differ in only one vector. Each node has a cost cofre-
spondifg to the objective function value of the basis (plus penallies for
violated constfaifits); A nionotone path has successive nodes of non-
increasing value. Searching fof afi optimal solution dan be done in two
ways: (a}taking patallel monctone paths, or (b) speeding the travérsal
of oné monotone path. We discuss some strategies for parallel search.
For the other approach, we present a nion-deterministic algorithm baséd
on revised simplex. The algorithm specification is architecture-free.

Mohan Sodhi

John Mamer

Anderson Graduate School of Management at UCLA
405 Hilgard Ave,

Los Angeles CA 90024.

An Algorithm for a Class of Continuous Linear Programs

This paper discusses a class of continuous linear programs posed in
a function space called separated continuous linear programs (SCLP).
A dual linear program and a corresponding discrete approximation
are introduced followed by a discussion of their properties. The dis-
crete approximation gives rise to an improvement step which is con-
structed from any given feasible (non-optimal) solution to SCLP. A
strong duality result follows from this. There are a variety of possible
implementations of an algotithm for solving SCLP problems using this
improvement step. Finally some computational results are given from
one possible implementation.

Malcolm Craig Pullan

Judge Institute of Management Studies
Mill Lane

Cambridge CB2 1RX, England

New directions for progressin linear and nonlinear
programming.

Recent rapid progress in linear programming
due to the use of interior point methods raised
some challenging problems, in particular, of
parallel acceleration and numerical stability
{compare our paper in Computers and Mathematics
with Applic., Modified Barrier Function Method
and Its Extensions, vol. 20, pp. 1-14, 1990]. We
will present some new techniques for such problems
and demonstrate their efficacy.

Prof. Victor Pan

Department of Mathematics and Computer Sclence
Lehman College/CUNY

250 Bedford Park Boulevard West

Bronx, New York 10468

Perturbition analysis of Hoffman’s bound for Iinear systems

in 1952, A. Hoffman published a bound on the distance from any point
t6 the solution set of a linear system. This bound subseqiiently has
found applications in the sensitivity analyis of linear programs and
&ewnmgmuma&mﬁdswﬂmﬁhodsforhnmiymmm
minimization. In this talk, we give simple necessary and sufficient con-
ditions uridér which the constait in Hoffman's bound is bounded under
lotdpdtu:baucmonthehnmommaiocﬂjglobﬂpﬂmrb&
tions on the right hand side. Also, we relate these conditions to'd
uniform boundedness property cfthevatasnlum ’ﬁnwurlmy—
have additional co-authots.

Zhi-Quan Luo B
DepErtment of Electrical and Computer Ea@m;
Mt‘liaster University, Hamilton, Ontario, L85 417, anada

Bepmﬁﬁathmus, TR
University of Washifigton, Seatile, WA 98195, HSJL
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Stability of the Optimal Solution of a
Linear Program. to Simultaneous Pertur-
bations of All Data

Consider a linear programming problem.
having a uniqué nondegenerate hasic op-
timal solution. We are inteérested in
checking whether the set of optimal ba~-
sis indices remains stable under simul~
taneous /mutvally independent/ pertur-
bations of all data within given tole~-
rances and, in the positive case, in
computing the exact bounds on the opti-
mal solutions of the perturbed problems.
These questions arise naturally e.g. in
case of inexact data and cannot be seem~-
ingly solved by known parametric LP me-
thods, We construct four nonlinear mat-
rix equations having unigue matrix solu~
tions. If the diagonal vectors of the
four matrices satis{y some conditions,
then the problem is basis stablé in the
above sense and the four diagonal vec-
tors form the exact bounds on the opti~-
mal solutions of the perturbed primal
and dual problems.

Jiri Robhn

Dept. of Applied Math.
Charles University
Malostranske nam. 25
11800 Prague
Czechoslovakia

Interval Methods for Degenerate Linear Programs

We describe a simplex-like algofithm for Linear Programming which
maintains reliability even for highly degenerate problems. The algo-
rithm is based on a method of Fletcher [1] which duafizés the problem
when degeneracy occurs. The original method of Fletcher has a guar-
antee of termination, but although it works usually well in practice
there is no guarantee that it terminates at the exact solution. As a
remedy we use interval arithmetic [2] to control the roundoff error so
that we obtain guaranteed bounds for the solution, which are refined
by an iterative process.

References

{1] R. Fletcher — “Degeneracy in the Presence of Roundoff Efrors”
Linear Algebrg Appl., 1988.

{2] U.W. Kulisch and W.L.Miranker {editors) — “A New Approach
to Scientific Computation™ Academic Press, New York, 1983.

Frank Plab

Edinburgh Parallel Computing Centre
University of Edinburgh

Edinburgh, Scotland, UK

Optimization of Large Structural Systems By
Using Karmarkar's Method

Optimum design of Structures is an engineering
field where optimization techniqués have béen
used from several years ago. Even though many of
the problems are nonlinear they aré sometimes
solved by a sequence on linearization procedures.
The method proposed by K. Xarnarkar for linear
programming claims to be moré eéfficient than
simplex method for large size problems containing
several himdred or thausana var;abies and condi-
tions. R

In this paper xx:narkar’s aethu&ris uSéd to sclve -

scse examples of optimum structural design s -
size optimization of frusses and shape optimiza-
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tion of steel cable in prestressed concrete beans.
Each example is modeled with increasing range o%
variables and conditions in order to check
effectively of the method to the problem scale

S. Hernandez, J. Mata, and J. Doria

Department of Mechanical Engineering
University of Zaragoza

Maria de Luna, 3

50015 Zaragoz, SPAIN

A Modified Termination Rule for Karmarkar's
Algorithm

In this note we have proposed a modified termina-
tion rule for Karmerkar's algorithm for linear
programming. It enables the algorithm to save a
large number of iterations (about 80 percent) and
ensures its esrly termination compared to that of
Karmarkar.

J.N. Singh

College of Business Management
Chapra, Pin. 841301

Bihar, INDIA

D. Singh

Department of Humanities and
Social Sciences

I.I.T. Bombay

Bombay 400 076, INDIA

Applications of Linear Programming to Medical
Diagnosis

We give application of interior point methods to
medical diagnosis in this paper. Suppose that we
have two pattern sets A and B which include
features of cancer and non-cancer respectively. We
find a pair of parallel planes which separate some
points of A from B by solving 2n linear programming
in each step. We can completely separate A from B
by a finite number of steps, t.e, we can construct
discriminant function £, such that £(a) 0, £f(b) 0.
Initial tests for samples of stomach cancer show
that this method is efficient.

Xu Shu Rong et al.

Department of Computer Science
Zhongshan University
Guangzhou, China

Barrier Methods for Large-scale Nonlinear Programming

Barrier methods transform s constrained optimization problem to &
sequence of unconstrained problems. We discuss the use of Newton:
type méthods to solve these unconstraified problems. Issues of stability
and efficiency will be discussed, particularly in the large-scale case.
Numerical experiments will be reported.

Stephen Nash and Ariela Sofer
ORAS Department
Geotge Mason Unwersxty

!f%.:rfax, VA 22030.
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a semi-separable convex minimization prob
lem with linear constraints, where the ﬁ:nc
tion to be minimized is the sum of a Burg
s entropy and a gquadratic function. From
the spe<:1a1 structure of this new formu-
tion in combination with a Bregman's type
method, a computacionally attragtive algo
rithm emerges and its convergefice proper-
ties are proved.

ALFREDO NOEL IUSEM

Instituto de Matemitica Pura e Aplicada
Estrada Dona Castorina, '110

IMPA - RIO DE JANEIRY, RJ - CEP 22460
BRASIL

Numerical Experience with the Modified Barrier
Functions Method for Linear-Constrained
Optimization Problems

We report our computational experience with the
Modified Barrier Functions (MBF) method for

solving optimization problems with linear
constraints.

The numerical realization of the primal MBF method
leads to Newton's method for finding a minimum of a
strongly convex and smooth function, and updating
the dual variables by using a simple formula. A
primal-dual approach based on MBF also leads to
solving a Lagrangian system of equations by the
Newton method. In both cases the key procedure

is the solution of a normal system of equations (a
least squares problem).

The numerical results for linear, quadratic and
convex programming problems with linear constraints
are discussed.

D. Jensen, R. Polyak, and R. Schneur
I8M Thomas J. Watson Research Center
Yorktown Heights, NY 10598

The Nonconvex Separable Resource Allocation
Problem with Continuous Variables

New results are presented for solving the well-known
nonlmear mming problem: Minimize F = 217,(::,)
)glx,- X and x;20; which has been studied over the
past ﬂurty years in numercus application areas. Whereas
current solution methods are restricted to convex f;(x;} 1],
the new results allow the functions fi(x;) to be nonconvex
and multimodal, with any number of maxima and minima
over [0,X]. Necessary and sufficient conditions
characterizing the local minima of F(xy,xp,...xy) are
derived which enable the determination of all minimum
points of F(xy,X,...x;) @nd hence its global minimum. The
rasults are used {o solve exampies which no other analytical
criteria can solve.

{1} Ibaraki,T. and Kaitoh, N.: Resource Allocation Problems ,
The MIT Press, 1988

Emile Haddad , Ph.D.

Department of Computer Science, Virginia
Polytechnic Institute and State Umverszty,
2990 Telestar CGurt,_ Falls Chumh VA 2204

Optimization of Interactmns
in an Intemnnected Systemn

The probl of mzpmvmg the pe:i'&mance of an

tmbme

Ald

of predommantly destrirctive dynammal interactions
is addresséd in this paper. It is shown that by
optimizing the interactions be.ween these subsystems
significant performance improvements over previous'
control schemes can be obfained:

Ronald A. Peréz
Mechanical Engineering Depa:rtment
University of Wisconsin-Milwaukee
Milwaukee, WI 53201

Bierarchical Controls in Stochastic Manufacturing
Systems with Convex Costs

We study production planning problems with
unreliable machines. The method of hierarchical
controls has proved effective in reducing the
overall complexities of these problems. The idea is to
construct an asymptotically -optimal coutrol for
the original problem from a near optimal control
for a simpler limiting problem. So far the
asymptotic errors have been obtained only for
systems with linear production cost functions,

We will present a new method to enable us to
handle systems with general convex cost functions.

S. Sethi, Q. Zhang, and X. Y, Zhou

Faculty of Management
University of Toronto
246 Bloor St. W,
Toronto, Ontario

M55 1V4 Canada

Methods of Solution of Boundary Value Problem

of Optimal Theo

The author considers the usual optimal control
problem of minimizing the funetional among all
the sclutions of the differential system., The
problem is solved by the following new methods:
Method of Piecewise Optimization, Method of S1i-
ding along a Directrix, Method of Descent along
Phase Trajectories, Method of Iterations, Method

of Descent in State Space.

Alexender A. Bolenkin ~
Courant Institute of Mathematical Sciences
New York, USA

On Certain Optimization Problems in Ranach Spaces
with Nonsmooth Equality Constraints

The problem of finding the tangent space in-
optimization problems with equality constraints is
crucial in determining necessary conditions of
optimality. The classical Lusternik theorem about the
tangeat space requires the operator F tha fi describes
equality constraints to be of class C* in the
neighborhood of x;. Here, a certain generalization of the
Lusternik theorem which requires that the operator ¥ be
only differentiable at x, and Lipschitzian in its
neighbothood is presented.  Application to some general
optimization problems in Banach spaces with mixeéd
equal:ty and inéquality constraints is shown The theory
is ﬂlustrated with an éxamiple.

Urszala  Lédzewicz-Kowalewska,  Department nf
Mathematics and Statistics, Southern Illindis University
at Edwardsville, Edwardsville, IL 62026;

Stanislaw Waleza'k Institute cf Mathemahm, Umversxty
ofLodz,90'238Lodz Poland, RO
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Comparative Study of Stochastic Approximation Algorithms
in the Multivariate Kiefer-Wolfowitz Setting

Stochastic-approximation{SA) algorithms are used to find
a root of the multivariate-gradient equation that arises in
function minimization problems for which only noisy
measurements of that function are available. This type of
problem can be found in neural network training, stochastic
optimization, adaptive control, etc. This paper studies three
SA algorithms in the multivariate Kiefer-Wolfowitz setting:
standard finite=difference SA (FDSA) of Kiefer-Wolfowitz
(1952) /Blum (1954), random-directions SA (RDSA) of
Kushner- Clark (1978), and simultaneous-perturbation SA
{SPSA) of Spall (1988, 1992). These algorithms have been
shown to be almost surely convergent to the root and to
produce estimates having asymptotically normal distributions.
The efficiency of the algorithms are judged from the mean
square errors of the estimates. -Although it is impossible to
make a completely general statement about the efficiency of
the algorithms, both theoretical and numerical studies indicate
that SPSA tends to be more efficient thaih FDSA or RDSA in
most cases of practical interest, especially in high-dimensional
problems.

Daniel C. Chin
The Johns Hopkins University, Applied Physics Laboratory
Johns Hopkins Road
Laure], Maryland 20723-6099

Comparison of approximate and exact solution methods for
network location problems. -

Medium to large network location probiems have been solved approx-
imately with considerable success. Standard techniques focus on the
sequential choice of locations, often based on greedy heuristics. At the
same time, exact solutions methods to solve network location problems
have recently embodied Lagrangian relaxation methods. Their success
depends crucially on Lagrangian heuristics to gensrats fessible incum-
bents. To analyze the relationships between the two approaches, we
provide a Lagrangian framework which enables us to rank well-known
reduction tests, and we propose a spectrum of new tests which we as-
sess computationally, We view standard heuristics as approximations
of exact Lagrangian relaxation algorithms and detign an algorithm
that provides an attractive time-aceuracy tradeofl. These resuits can
be applied to novel location problems on capacitated netwotks.

Geraldo R. Mateus -
Universidade Federal de Minas Gerais,
Departamento de Ciencia da Computacao

Jean-Michel Thizy
Faculty of Administration,
University of Ottawa

Sensitivity of the Time Bounds for
Network Flow Path Searches when Critical
Nodes Are Altered.

It will be explained how to
optimize the traffic flow (throughput)
across the movement network of paths afid
cross-corridors génerated by digital
terrain map A% grid search algorithms.
In this approach, in ordex. 1o determine
the sensitivity of the oVerall network
movement draph to changing the flow
values at certain &ritical nodes, -the
solution searchas for K the goa: nodes’
over the Whdlé path space. Some theéorems
will be used 'to compute time bounds £6r
the number of paths searchsd- (in texss
of thé makimal number of indoming ‘and
outgoiny edges, at 3 vertek) using this
procediife. to comipute a waxiwal and min=
cost flow: ° ’ ) R
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Dr. Andrew W. Harrell

U.S. Army Waterways Experiment Station
Mobility Systems Division

Geotechnical Laboratory

vicksburd, MS. 39181

An Implementation of a Parallel Interior Point Method for
Multicommodity Flow Problems”

An implementation of the primal-dual predictor-corrector interior point
method is specialized to solve linear multicommodity flow problems.
The block structure of the constraint matrix is exploited via parallel
computation. The bundling constraints require the Cholesky factor-
ization of a dense matrix. A method that exploits parallelism for the
dense Cholesky factorization is described as well. The resulting im-
plementation is 70 to 90 percent efficient, depending on the problem
instance. For a problem with K commodities, a speedup for the interior
point method of 0.8K is realized.

Guangye Li
CRPC and Dept. of Mathematical Sciences, Rice University

Irvin J. Lustig .
Dept. of Civil Engineering and Operations Research, Princeton Uni-
versity

A General Overshipment Solution to Transuortation
Problem of Three Dimensions

In this paper the genéral solution of the Hircheock
transportation problem reswlting from the appli-
cation of the method of reduced matrices is
emphasized. The initial solution have some
negative X,, values. A useful interprstation of
such negative valuas may lead to overshipment
solutions. Methods of finding optimal overshipment
solutions are discussed.

Dr. Nabih N. Mikhail

Department of Mathematics

Liberty University

Box 20,000

Lynchburg, VA 24506-8001

A primal-dusal interior point method with cutting planes for
the linear ordering problem

We describe a cutting plane algorithm for the linear ordering problem,
using linear programming relaxations. The linear ordering problem
ie an NP-hard combinatorial optimization problem with many applica-
tions, including triangulation of input-output matrices, The linear pre-
grams which arise are solved using a primal-dual interior point method,
The method we use attempts to detect cuiting planes carly; in order
to avoid vertices of the polyhedra of the relaxations. Computational
resalts are presented. A simplex-based cutting plane algorithm for
this problem has previously beer: described by Grotsckel, Jinger and
Reinelt (Operations Research 32{1984) pp1195-1220).

John E. Mitcheil

Dept of Mathematica! Sciences
Rensselaer Polytechnic Institute
Troy NY 12180

Brian Borchers -

Dept of Mathematical Sciences

Rensselaer Polytechnic Institute - B
Troy NY 12180 -

Three Approximation Algorithms that Minimize the -

Rectilinear Steiner lree on_a Hypercube Netwozk. )
This paper presénts a generalizaion of the Tectir .
linear Steiner tree from-the plane ‘to the m-hype¥z
cube aid also three approximation: algorithins that’
sdlve the generalized preblem. The three approx-.
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imations algorithms use heuristics based on the
leftmost~oriented, rightmost orlented and gravity-
oriented strategies respectively.’ The grav1ty-
oriented algorithm has time complexity O(nm2+n m)
whereas the other two 0(nZm). An ifiplementdtion
shows that the_gravity-oriented algorithm results,
on average, in fewer connections and fewer inter-
mediate processors than the other two algorithms
and all three produce smaller numbers than the
rectilinear minimum spanning tree algorithm.

Tao Zhou and Dionysios Kountanis
Departme.t of Computer Science
Western Michigan University
Kalamazoo, MI 49008

Alternating Sequences Relative to Maximum
Independent Sets of Independence Systems

The concept of alternating sequence is introduced
into independence systems. This kind of alternat-
ing sequence is shown to include almost all kinds
of alternating sequences known in combinatorial
optimization 1lit —ature. It is shown that a
Berge-type theorem holds: an independent set in
an independence system is maximum if and only il
there exists no odd maximal alternating sequence
relative to it. Some examples, especially Hamil-
tonian Circuit Problem, are also discussed.

Tao Wang

Department of Mathematical Sciences
The Johns Hopkins University
Raltimore, MD 21218

Maximizing the Visibility Area from a Point
Moving on a Curved Segment

Given a s2t of nonintersecting openings on the
plane the visibility problem from a point P is to
determine the position of P on the plane that
maximizes the visivility area from P. In this
paper we present an algorithm that maximizes the
visibility area when the point P moves on a curved
line of motion f(x,y). The algorithm is based on
a Greedy strategy and performs in linear time.

Our analytical and experimental results show that
the algorithm approximates the "discrete"
visibility maximization point within acceptable
low and-upper bounds. Our study demonstrates that
the approximation algorithm is independent of the
ordering of the visibility anglss for each one of
the openings in the plaﬁe and has extensive
practical appl;catzons in robot vision and VSLI
design.

Lambros Piskopos and Dionysios Kountanis
Computer Science Department

Western Michigan University

Kalamazoo, M1 49008

Practical Heuristics For Scheduling Precedence Graphs Onto
Muitiprocessor Architeciares

The scheduling problem is the problem of optunally mappifig the inod-
ules of an application program represented as a directed acyclic graph,

ento a hardware architecture so thag. the final complétion time of the
application is mmwm.ed 1t is weR known, éxcept for somie special
cBSes, ;hat this problem:i ids NP—Gompiete Many heuristics have: baen
developed; however; tha mpﬂﬁm& ¥uds of data depenidenciss Among
modulés ami;ﬂ:e mter}:mr"mmmum:ah&n overléadibiave bren

nagiecinaurs:mngly mtnued hihxspape:weympmemymm«f

the HWAN §£’}'§-‘ {exﬂ:est hskﬁxst} mﬁ&&r% i:mdl compietc

heusmgmms ardiﬁ,eﬁsm, and mthat 2 mdom sdtedulmg of

“AiS

the source modules could result in a less efficient scliedule, a point
that was overlooked. Aldo, for this aichitectufe an assimption is made
that algorithmic edges are always.mapped to architéeture edges, al-
though a more efficient communication path could exist. Furthermore,
we lift the above assumption and consider incompleté, as well as com-
plete hardware architectures. So, in addition to selecting: processors
for module execiition, we also select optimal communication channels
for message transfers.

Kiran Bhutani

The Mathematics Department

The Catholic University Of America, Washington D.C
Abdella Battou

The Electrical Engineering Department

The Catholic University Of America, Washington D.C

Minimizing Communication in Domain Decomposition
via Minimum-Périmeter Tiling

For certain classes of problems defined over two-
dimensional regions with grid structure, minimum-
perimeter domain decomposition provides tools for
partitioning the problem tasks among processors
so as _to minimize interprocessor communication.
Minimizing interprocessor communication is shown
to be equivalent to tiling the domain so as to
minimize total tile perimeter, where each tile
corresponds to the tasks assigned to some
processor. A tight lower bound on the perimeter
of a tile as a function of its area is developed.
We then show how to generate all possible
minimum-perimeter tiles. Certain classes of
domains are shown to be optimally tilable,

Jonathan Yackel

Robert R. Meyer

Center for Parallel Optimization
Computer Sciences Department
University of Wisconsin-Madison
1210 West Dayton Street
Madison, WI 53706

Transfer Method for Optimization on
Non-Transitive Binary Relations

Optimization oh non-transitive binary relations is im-
portant in economics, decision analysis and game theory.
For an example, in consumer theory, a consumer’s pr&-
erence is in general not transitive. When one searchs for
maximal elements on a set X, one looks for some “nice”
properties in X, which guarantee the existenice of maxi-
mal elements. However, “nice” propetties on lower levels
have nothing to do with the existence. Only “nice” prop-
erties on upper levels contribute t6 the existence. This
motivates the transfer method in {1) and their further ap=
plications will be discussed.

Jianxin Zhou, Department of Mathematics
Texas A&M University, Collége Station, TX 77843

Integer Search Method’

Optlmzmg the plan manufacturmg products is
referréd to the Integer Prégramming ("IP}
an m;:ortant problem how effectwely o solve IP
The cun'ent methods .for IP are almost‘ inding
the -real do-ain mﬁu‘ectly. it app St
potennal advantage £ integer” number' 85 1

explored t?xomughly and fhe cowputa it
ity 1s addéd 1npli€‘1t1y. The Integer
Method,,{ISH) 15 closely conbimng ‘the-
method with the seivch method in ﬁie 3
domain.

er,
I5M gréatly explores the effect of- t?xe
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own character of IP on the solving process and
breaks free from conventions of the current
methods for IP.

Wu Xingbao

Department of Applied Mathematics

Wuhan College of Metallurgic Management Cadre
Renjia Road, Wuhan, Hubei, Zip Code, 430081
People's Republic of China

Newton Modified Barrier Punction Cnmpk'my

for Quadratic Prog g P!
The numencat realization of the Modificd Barrier F'unctron method for the
(uadratic Programming {(QP} problem feads to the Newton MBF
ethod
1t was shown that for any nondegencrsic JP problem there cxists 3 so
calied hot stat”. Trom this powt on, after cach agrange muhiphers
updaic, subsoquent iterates remain in the Newton area for the new func-
tion associated with the new multiplicrs  This means that from the “hot
stant” on, only lnlne” ' Newlon steps are nocessary after cach update in
onder {0 reach the next updaic (£ > 0 is the desired accuracy for the sol-
utiom} Taking into aceount the basic MAF property, onc obtains that the
number of Newlon #ftepr from the “hot stant” te the solution i
Dinine )O(Jru_')

Fo reach the Hot start” nncham:;vmdmfgi) awton method
sicfvs w*mk>0:sdtfuﬂdbythcmndnnnohhe0?ﬂudxmunnm

be ol d cxphaitly by the p of the QF in the prmal-dual
solutien

All results can he ded to Jepencrate convex programming prob-
h’ s

A Mciman, Caltech
R Polyak, IBM 11 Watson Rescarch Center

Interior Point Algorithms and Dynamic Systems

In this paper a unified view point for handling
variety of interior point algorithms in solving LP
is presented, that is dynamic systems. In the
general situation the form of such system and the
basic conditions imposed on have been discussed.
The geometrical features of the trajectories have
been investigated.

Zai-yun Diao

Mathematics Department

Shandong University

People's Republic of China, 250100

Modelling of an Economic Incentive Approac: _a
Environmental Protection

The paper examines the schemes of economic incentive, called " closed-
loop” (CEIS) for environmental protection, in wich pollution taxes are
used for partial compensation pollution abatement costs {1}. This ap-
proach is used in water pollution control in Europe, in Oregon Bot-
tle Bill and in a nomber of other cases. Simple mathematical model
presents an incentive mechanism that encourage polluters to reduce
their discharges to proper level in a cost-eflective manner. It is shown
that in CEIS optimal pollution taxes is to be proportional to the dual
prices vector. Numerical experiments with real-life data are also ana-
lyzed.

{1} Rikun A.D. A "closed-loop™ Economic Ineentive Scheme for ler-
archical Management System //Dokladi USSR Academy of Sci-
ence, v.311, N5

Dr. A.D.Rikun

Senior Scientific Researcher

Water Problems Institute of the USSR Academy of Sciences
Sadovo-Chernogriazskaya, 1373, Moscow, 103064, USSR

The optimization with formally-undefined mterm
¥2sknm&atoptmmanmtiodsmbemdwlymthi‘orml

latge class of the §rﬁblm doesn’t allow th
aﬁdtha‘afumihubpﬂ&homm;)&fcrmd 2
is accessible only for skilled user , whfh’ﬁlh man
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the parameters and characteristics of model very well. In another way
user will ‘roam’.

It's suggested the heuristic proceduries which allow to use the optirniza-
tion methods without formally-defined criteria. Here on every step of
the search the user gives the quantity estimation of the solution , but
the computer provides moving in parameter’s space. It’s consedered
the applications of these proceduries to geophysics and mining.
Mikhael Aron Alexandrov

Moscow Geological-Prospecting Institute

Mathematical Modelling

Micluho-Maclai str., 23, Moscow 117873 USSR

This paper presents some of the applications of
optimization to the mathematical modelling of
problems associated with neural networks and
mathematical biology. The problems pertaining to
neural networks include such applications as the
dynamics of pattemn retrioval, which entail
network equilibrium properties, and learning
rules which can be modelled by nonlinear
optimization functions. The associated problem~
in mathematical biology include such
applications to population dynamics, dynamic
diseases, competition models, epidemic models
and their spatial spread. The application of
variational inequalities to these problems is also
discussed.

Future directions of the research are discussed.

Dr. Richard S. Segall

Eastern Kentucky University

Department of Mathematics, Statistics and
Computer Science

Richmond, KY 40475-3133

Optimal Regularity of Equilibria and Material
Instabilities

The study of regularity of weak equilibrium solu-
tions to, for instance, nonlinear systems of pde's
originating from applications in continuum physics
is still in its early stage. Within this context,
there are very few known (Ball, Morrey, Murat,
Virga...) results which, from a practice viewpoint,
seem fundamentally dependent on the {a priori)
availability of equilibrium solutions. Using the
field theory of variational calculus, I will be
presenting my recent result on optimal regularity
of such solutions along with its connection to
material instabilities {e.g. fracture). - Remarks

on a (new) seemingly: promising approach to this -
study will be proposed. -
Salim M; Haidar - T
Northern Michigan Univerisy ;

Departmiént of Mathematics and Camputer Science .
Marquetté, MI 49855 o I

The maifi subject of this papét Geal s
conditions wnder vhich a continuous Finction g s
has an unstable image, crack C. This sublect i5- —
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motivated by the study of the:convérse problem of
controliability and of attainable sots.

For the case when Cisan lﬂaﬂadmmsional
manifold, we cracks that admit mpe
fields". Thén we discussed the maqgata.vity of a
relateéfm:c&imarﬂﬁ:eaemtepo ogical index
ccna:.ti.mfogmc. Tor the case when the dimen-
sion of C is lower(which appéars to be qualitativély
different), we studied the sufficiént-conditions
forasetctobeaaadempectivelyaloszlcrad:
Of 9‘;

Guangxiong Fang, Engineering, Math and Science
Division, Daniel Webster College, Nashua, NH 03063

Jack Warga, Department of Mathematics, Northéastern
University, Boston, MA 02115

Optimization Model Management

The practical, day-to-day use of an LP, MIP, or
NLP model requires not werély solving the model,
but rather managing it. Optimization mode:
management {MM) encompasses not only.the basic
tasks of matrix generation, solution, and report
writing but also a hoSt of essential supporting
tasks: symbolic mode] formulation, database
management, scenario {case) management, solution
analysis and query, ad hoc renarting, and
results presentahon. The advent of desktop
computing is stimulating developmént of new MM
techniques and software products.. This preser-
tation offers (1) an overview of MM functions .
and requirements and {2) a quick survey of
leading-edge ¥¥ software.

David S. Hirshfeld
MathPro Incorporated
1019 19th Street, N.W.
Suite 1300
Washington, DC 20036

Graph-Grammars for Network Flay Modeiing
Graph-grammars provide a theoretically grounded,

powerful, and graphical mechanism for manipulating

graphs. We used graph-grammars to develop modeling
tools for a wide variety of mathematical models
that are conveniently expressed as graphs, e.g.,
project management, decision analysis, vehicle
routing. We present the application of graph-
grammars to minimum cost network flow modeling and
discuss a prototype implementation.

Christopher V. Jones

Simon Fraser University

Faculty of Businéss Administration
Burnaby, B.C. VSA 1S6 Canada

AIMS: An Enviromment for Advanced
Integrated Modeling Support

The AIMS- system iz desighed to support
aathematical programsing modeling activicies.

in an apsﬁtim‘l tnvitm Ia mc‘h an -

modeling langiage have been less pronounced.
During the pregentation the distinct féatures
of the AIMS system will be discussed, and
future developments will be outlined.

Johannes J. Bisschop

Departuent of Applied Mathematics
Technical University Twente

P.0. Box 217

7500 AE Enschede

The Netherlands

An Introducticn to ASCEND: Its Langusge and Interactive
Environment

Recently there nas beeu a growing realization among researchers and
practitioners that current technologies do not adequately support math-
ematical modeling “in the large”. In this paper, we discuss a technology
called ASCEND, which addresses this issue. We describe two aspects
of the technology: a raodeling language and an interactive modeling
environment. The ASCEND language is structured, declarative, and
strongly typed, and incorporates object-oriented extensions. The in-
teractive environment is based on the notion of a concurrent set of
tools which reflect the various phases of ASCEND modeling. These
tools do not enforce a strict sequence of operations, but rather have
been designed to support the flexible access implied by declaratively
specified models. Algebraic equational models are the current class of
the models that can be specified and worked with in ASCEND

Ramsayya Krishnan,

Peter Piela,

Arthur Westerberg
Carnegie Mellon University,
Pittsburgh, PA 15213

Design/Analysis Process Integration for Shape
Optimization of Mechanical Parts

Shape Optimization is becoming an increasingly
important aspect of the design automation process.
Shape optimization requires the ability to define
and iteratively control the shape of a part, as
the part evolves from some initial state to a
converged solution. Both finite element based and
geometyy based approaches have been used for
formulating and controlling thi- class of problems.
The development of automatic mesh generatois,

that are capable of producing a valid finite
element nésh in a complex domaan, have made fairly
large changes in the part's shape possible. In
addition, the use of approximation concepts during
the iterative design process have made shape
optimization of large scale 3-J Structures
possible in a practical design environment.

Srinivas Kodiyalam
Solid Mechanics Program
General Electric Company
Building K-1, Room 2A25
P.0. box 8

Schenectady, KY 12301

Conjugate*nirections Methods fer Large-Sta?e
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method is developed, proving its finite convergence
and other properties. The method is then extended
for general ronlinear problems. Descent function,
restart procedure, and step size determination are
discussed. The method is evaluatéd using some 150
NLP problems of varying difficultv and dimensions.
The new method solves most of the problems, thus

the basic concept of the method i; vaiidated. For

a large-scale-structural optimization problem, the
method is more efficient than the SQP method, by 2
factor of 3 in one case.

Jasbir S. Arora, Professor

Guangyao Li, Graduate Research Assistant
OPTIMAL DESIGN LABORATORY

College of Engineering

The University of lowa

Iowa City, Iowa 52242

Optimization Methods in Curve and Surface Design

Modern CAD systems often provide the capability
for engineers to modify designs hy changing design
parameters without providing clues as to how

these parameters should be modified. Optimization
methods allow quantifiable deSign objectives to
guide the modification of these parameters.
Examples of design objectives include maximizing
part strength, minimizing part weight, and mini-
mizing manufacturing cost, Quantitative
objectives allow the computer to perform the
tedious iterative adjustments of design parameters
which have traditionally been carried out itera-
tively at CAD terminals. This talk will explore
some of the optimization techniques which can be
used to produce better designs while significantly
reducing the cost of producing them.

Thomas A. Grandine
The Boeing Company
P.0. Box 24346, MS 7L-21
Seattle, WA 98124

Data-Parallel Optimal Shape Design of Airfoils

The emergence of scalable, massively parallel computers has made it
possible to solve some practical shape optimization problems, such as
optimum wing design, and to envision the optimal design of a complete
aircraft within the coming decade. Here, we describe data-parallel
algorithms and dats structures for a class of nonlineatly-constrained
optimal shape design problems. We alsn describe an implementationon
the Connection Machine CM-200 of a shape optimization methodology
for airfoil design, using the full-potential approximation of the Navier-
Stokes equations for flow simulation.

Omar N. Ghattas
Carles E. Grozeo
Carnegie Mellon University, Pittsburgh, PA

Computational Issues in the Intericr

Point Methods

Interior point methods used to solve
linear programming preﬁlems are
1nvestigate&. Specific computational
igfueéd are disdus “Using fivé netlib
probléms. A primalsdual projective
algorithm (solVéd-by -both-fhe. -Big M and
the Two Phase Methods), an affine- =
scaling algorithm, dnd a gafh‘iéilawiag
algorithm are 1avestigate and compareg:
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Geéraldine M. Hemmer

Départment of Mathematics
Northeastern Illinois Uaiversity
5500 N. St. Louis Ave.

Chicago, IL 60625-4699

More on Dual Ellipsoids and Degeneracy in Interior Algo-
rithms for Linear Programming

We consider the problem of constructing ellipsoids, to allow the elim-
ination of non-binding constraints, in a dual potential reduction algo-
rithm for linear programming. When the problem being solved is non-
degenerate, suth a procedure is certain to eventually identify exactly
which constraints are active at the solution. However, petformance of
the basic procedure on ever mildly degenerate problems has been dis-
appointing. In this talk we present a new strategy for strengthening
the ellipsoid construction, and report results of the new method on
problenis with varying degrees of degeneracy.

Kurt M. Anstreicher and Jun Ji
Dept. of Management Science
University of Iowa

fowa City, lowa 52242

A Long-Step Inverse Bamrier Hybrid Algorithm For Linear

‘The algorithm’s direction is a weighted combination of the dual affine
scaling (DAS) direction and 2 quasi-Newton inverse-barries cent. ving
direction that unlike the Newton and the pute DAS directions behaves
properly near the boundary, A long step to the boundary is thus
possible. The weights forming the combination are obtained by a 2-
variable dual simplex planar search making the algorithm a hybrid
simplex-interior point algorithm. The algorithm retaing DAS's long-
step ascent property while eliminating its hugging-the-bowndary
weakness. Computational results are presented.

Alexander Hipolito

Department of Industrial and Systems Engineering

303 Weil Hall

University of Florida

Gainesville, FL. 37611

Decornposition in LP based on Modificd Barricr Function

We consider two
Tunction {MBF) for the &
gamming problem

The first approach is applied to 1P with inequality linking constraints.
Using the MBF we remove the linking constraints.  Then we find the
mmimum of the MBF under the remaining constraints for 2 fixed penalty
paraimeter and fixed Lagrange moltiphiers  This mivemizer is used 16 up-
dﬂel&nhgnngcmunrplusfm!hehnhngmmts Weshcwlhi
this method has & hnear rate of converge f the primal p

has 3 unique solution

o find the minimum of the MBF we usc methads which decompos the
problem and enable us 10 solve the subprobiems for every block m paral-
ket

The second approsch we apply 1o hincar with cquality con-
straints and non-negative variables  Again the MBF is used 1o remove the
non-negativities xnd using the MBI minimum under lincar constraints,
we update the residuals for the dual froblem. This micthod dss converges
with & Fnear rate of convergence if the primal problom has a uniqae ol
W oan.
!hemnlmﬁn‘hmoﬂhsmﬂhdhﬂsmlhemmhod
To fid the Newion direction one has to solve the normal systém of )
mrb&mﬁnumhmm&km R
agonal stractore of the LP. - - -

which arc based on the Modified Barrier
position of & block-diagonal Fnear peo-

. jensenand R ?olyak
iim T3 Watson Resexrch Conter
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composite. Since the constraint set turns out to be the convex hull of
a surface, and sinzz many algorithms for computing such convex bulls
yieid linear approximations jnstead, the problem is solved as one over
a large number of linéar constraiiits, )
Rob Lipton

Depariment of Mathematical Sciences

Worcester Polytechnic Institute

Worcester, MA 01609

lipton@wpi.wpi.edu

Jim Northrup

Department of Mathematics and Computer Science

Colby College

Waterville, ME 04901

jinorthr@colby.edu

(207) 877:7249

Using Barrier Methods for Solvins, Large-scale Crystallographic
Problems

A central problem of X-ray crystallography is to determine a set of
phases corresponding to experimentally measured X-ray intensities.
This problem can be formulated as a large-scale nonlinear program.
Even small problems in this class can have more than 5,000 variables.
Evaluation of the objective function and gradient involves three dimen-
sional Fourier transforms, and the Hessian matrix is both dense and-
generally indefinite. The nonlinear programs are solved using a batrier
approach, with a truncated-Newton method to solve the subproblems.

Paul B. Anderson

PRC Inc.

1500 Planning Research Drive
MecLean, VA 22102

Stephen Nash and Ariela Sofer
ORAS Department

George Mason University
Fairfax, VA 22030

Optimal Design of Trusses by Smooth
and Nonsmooth Methods

The talk will descrite methods for optimal design
of trusses (bridges, towers, etc.). These
problems give rise to models which. ave large
scale and often nonconvex, In important special
cases, we derive equivalent formulations which
are dramatically simpler (quadratic, or even
linear programs). Often the equivalent problems
are convex but nonsmooth. We report on the
performance of sevéral nonsmooth methods in
solving these truss design problems,

Aharon Ben-Tal

Faculty of Industrial Engineering and Management
Technion - Isrdel Institute of Technology

Haifa 32000, Israel

On-line Optimal Control of a Large-Seale Water wa;):

The paper deseribes an application of mathematical programming and
neiw=zk flow theoty o thé otpimal control of the Barcelona water sys-
tem. The imporiance of the application Lies in its reduction of the op-
eration coets, mainly related to the treatment and pumping operations -
from the rivers to different elevations iu the city, aud the maintenance
of a good quality of service to the users of the network: - -

The problem pxumh in@m“aﬁty, munﬁs unhstata and

R. Grifié, G. Cembrano .
Institut de Cibernética (UPC - CSIC)
Diagonal 647, plaita 2

08028 Barcelona

SPAIN

A continuatioa method for linear L1 estimafion

The talk concerns the problem of minimizing a
finite sum- of absolute values of linear
functionals. This non~differentiable problem is
equivalent to the linear programming problem. The
proposed method is based on exact smoothing of the
objective and applying Newton type methods to a
sequence smooth problems. After a finite number
of smooth problems the L1 solution is detected.
Extensive testing indicates that the method is
superior to simplex typs methods for large scale
problems.Wiil 1000 variables the new method is
faster by a factor of 10 - 20 on the problems
tested.

Kaj Madsen

Hans Bruun Nielsen

Institute for Numerical Analysis

The Technical University of Denmark

DK-2800 Lyngby, Denmark

AN ALGORITHM FOR NON-NEGATIVE LEAST
ERRO:. MINIMAL NORM SOLUTIONS

In this paper we consider non-negative
solutions of a system of m linear eauations
in n unknowns which minimize the residual
error when the m dim, space is equipped
with a strictly convex norm. Out of these
solutions we seek the one which is of least
norm when the n dim. space is equipped with
a strictly convex and smooth norm. The
algorithm we give is globally convergent
and it does not require that a non-negative
minimal error solution be found first. As
a special case, we test the algorithm for
the lp-norms {1<p<=). The algorithm was
implemented in Fortran.

Panagiotis Nikoloroulos
and
Christos Nikolopoulos

Dept. of Computer Science
BRADLEY UNIVERSITY
Peoria, Illinois 61625

On the sensitivity of paired comparisons

When using an interactive system for a curve fitting problem, the user
specifies a set of one-dimensional data and a model whose parameters
are to be chosen to best fit the data. In the problem of tailoring a

curve with interaétive graphics the user is asked to make a choice of - ~

best fit smong different computed fits. This proeéss is npeaxed:
achieve a set of paired comparisons. It is assumed that the user
qualitative information that should bé incofporated ifto the kit

ialiweshow hawtonseﬁﬁsinfunnahmn.ibepmmdmm

Trond Stéhang and La:s’-ﬁagnus Nordexﬂe
University of Be!gen EPUE
Dq:artment o%' Infarmatns .
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Shape Matching via Piecewise Linear Approximation

The shape matching problem is concerned with fittizg an input shape,
represented by a set of discrete boundary data, to a defect-free shape.
The proposed optimal approach is to minimize the Euclidean error
norm of the boundary data with .espect to the model shape. The
analysis of polygonal objects is particularly important to automated
inspection due to the large number of production parts with this type
of profile. It is especially crucial to many machine vision applications,
because an arbitrary shape can always be approximated by a polygon.
This presentation will include two shape representation schemes, the
matching procedure, and some computational results.

Jose A. Vancura and Jen Ming Chen

Department of Industrial and Management Systems Engineering,
Tke Pennsylvania State University

207 Hammond Bldg, University Park,

PA 16802

Numerical experiments with an interior point method for
large sparse convex quadratic programming.

For theoretical and practical reasons, quadratic programming problems
(QP) have attracted the interest of the mathematical programming
community. In particular, interior point-like algotrithms have been ex-
tended to deal with QP problems due to their relative success for solv-
ing large-scale LP problems in polynomial time. In this work we will
present an implementation of the interior point algorithm proposed
by Goldfarb and Liu !. The algorithm is based on the logarithmic
bartier function method. It requires the solution of an equality con-
strained strictly convex quadratic problem at each Newton itsration.
The implementation relies on the iterative solution of the Kuhn-Tucker
equations associated with this problem with a preconditioned conju-
gate gradient-like method. We present a numerical comparison on a
set of non-trivial strictly convex problems.

J.L. Morales-Pérez and R.W.H. Sargent.
Centre for I cess Systems Engineering. Imperial College.
U.K.

A New Modifled Newton Method for Large-Scale Quadratic
Programming

We describe a new efficient method 1o solve genoral large-
scale quadratic programming problems. In theory tha
method is globally and supérlinearly convergent and In
practice the method is efficient and robust. The method is
applicable to both positive-definite and indefinite QP's.
Wae discuss the ideas behind the algorithm and the
theoretical results and wili present numerical results.

Thomas F. Coleman, Computer Science Department, ComneR
University, Upson Hall, ithaca, New York, 14853

Jianguo Liu, Department of Applisd Mathematics, Comell
tniversity, Sage Hall, !thaca, New York, 14853

A Robust Algorithm for Special Quadratic Programming

To develop 2 robust trust region algorithm for nonlinear program-
ming, one needs an efficient, reliable algorithm for equality constrained
quadratic programming (QP). In the context of nonlinear program-
ming, the quadratic programming algorithm not only must be able to
compute the solution to the QP if it has a unique solution; but it must
be able to handle lack o{md-or&er suﬁm:y inthe QP. Thus, Gre

algorit’gm must find agood descent. duecnon of z¢ro or negative curvn—
ture when the quadatic objedwa futiction is unbounded bslow on the
feas;ble set. If the QP has an mﬁm&enumbe: ofaolntwns. then “he al-
gonthm vnll calculate the shorfr't of these. We use the Bunch-Purlett
decomposition aud shifted Power iterations to reach all the goals men-
tioned above, This apptoach i much. (more thaa 20 times) cheaper
than the etgwdeeomposmon approach. AlsG; it iseasy 1o exploit par-
dllelisin by using this approach: Out numerical résu’ts show thit both
the sequential version and the paralle! version of this alg@mmn are
ite efficient.

TUESDAY AM TUESDAY PM

Guangye Li
John E. Dennis, and Karen A. Williamson
CRPC and Deépt. of Mathematical Sciences, Rice University

Implementation of a Schur-Complement Method for Large-
Scale Quadratic Programming

Many engineering applications lead to large and sparse numerical opti-
mization problems. These applications include data fitting, trajectory
optimization and optima! design for fluid dynamics.

One of the most successful methods for solving numerical optimization
problems is sequential quadratic programming. This talk focuses on
quadratic programming which constitutes the inner-loop of this opti-
ization method.

In particular, this talk describes implemzntation of a quadratic pro-
gramming method based on a sparse symmetric metrix factorization
and use of its Schur complement. A factorization of the Schur comple-
ment is updated to account for changrs in the active set of constraints.

Theoretical aspects of the method, such as the posedness of succes-
sive equality constrained problems, will be considered. In addition,
the problem of obtaining a feasible point will be examined. Test re-
sults on "real-world” engineering problems will be presented along with
propcesed extensions to the current work.

Paul Frank and John-Betts

Boeing Computer Services
Seattle, WA

Proximai Minimizations with D-functions and the
Massively Parallel Solution of Stochastic Networks

We will present algorithms for the solution of LINEAR
stochastic network problems on massively parallel computers.
The algorithms combine primal-dual, row-action algorithms
with the proximal minimization with D-functions. Numerical
results and comnparisons with epsilon-relaxation algorithms
will be reported.

Stavros A. Zenios

Soren S. Nielsen

Decision Sciences Department
The Wharton School
University of Pennsylvania
Philadelphia, PA 19104

The DIMACS Challenge: A Cooperative Experime:.:al Study of
Network Flow and Matching Algorithms.

Between November 1990 and October 1991, the center for
Discrete Mathemnatics and Theoretical Computer Science
(DIMACS) sponsored a cooperative Talgorithm
implementation .contest” among members of the research
community. Participants implemented algorithms for
Maximum Flows, Min-cost Flows, Assignment, and
{nonbiparitie) Matching problems, and performed experimental
studies of algorithmic performance. A DIMACs group provided
standard problem definitions and input formats, and suggested
tests of the algorithms. The results of the project were
presented at a workshop in October 1971, Several programs,
instance :generators, and related files are available from
Di ACS through anonymeus ftp.

Catherie C. McGeoch

Department of Mathematics

Ambérst College
Amherst, MA 01002

' Fmaing the Minimurm Cut in a Network. _—

We consider the problem of finding thé. minifmimi -

- capacity cut in a network G with n nodes. This probiem '

has applications to network reliability and survivability
and. is useful in subroutines for other network
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optimization problems. One can use a maximum flow
problem to find a minimum cut separating a designated
source node s from a designated sink node t, and by
varying the sink node one can find a minimum cut in
Gas a sequence of at most n maximum flow problems.
We then show how to reduce the running time of these
n maximum flow algorithms to the running time for
solving a single maximum flow problem.

Jianxiu Hao

GTE Laboraiories Incorporated

40 Sylvan Road

Waltham, M\ 02254

James B. Orlin
MIT Sloan School of Management
Cambridge, MA 02139

Diagnosing Infeasibilities in Network Flow Problems.

In the case that there is no feasible flow for a minimum
cost network flow model, the modeler may want to
diagnose the source of the infeasibility and correct it if
possible. A “proof of infeasibility” (or violating set) is a
set S of nodes whose net supply exceeds the net capacity
of arcs leaving 5. In general, there may be a large
number of different viclating sets. We give procedures
for finding violating sets with certain desirable
properties including the following: (1) the set with the
most infeasibility, (2) the set with the most infeasibility
per node, and (3) violating sets 5 that are minimal, ie,
no proper subset of $ is violat'ng.

Jianxiu Hao

GTE Laboratories I corporated”

40 Sylvan Road

Waltham, MA 02254

James B. Orlin

MIT Sloan School of Management
E53-357

Cambridge, MA 02139

An Introduction to Protein Folding—The Second Half of the
Genetic Code

The protein folding problems—how a linear string of amino acids codes
for  precisely folded thres-dimensional molecular structure—is one of
the key contemporary problems in biophysics and biotechnology. Itsso-
lution would have enormous impact on medicine and technology, open-
ing the door for “designer” materials and tailored drugs.

This talk will provide an overview for the following talks on optimira-
tion. The basic striictural units of proteins will be defined, the hierar-

chy of sssembly will be described, and the current status of the protein )

folding problem will be }:lawd in a global framework:
Lynn W Jelinski
Biotechnology Program, Cornell University, Ithaca, NY

Use of Constraints and Other Approaches to Protein Folding

Protein folding problems can be arbitrarily large; they are highly non-
linear and have many local minima. They exhibit dynamic near-
sparsity: many terms in the energy function only matier when the
affected atoms are close together. We discuss the stricture of the
problem and describe some approaches to solving it. o particilar, tein-

porarily imposing suitable constraints appears sometimes to be helpful.

David M. Gay C =
Marguret B. Wright

AT&T Bell Laboratories, Murrsy Hill, NJ

Renormalization Group and the Protein Folding Problem

We will present an overview of general global optimization technigues
which may be applicable to the protein folding problem. In particu-
lar, we will describe the application of renormalization group methods,
which have been successful in other difficult problems in statistical
physics, in this context. This approach can be used to provide a novel,
deterministic computat.onal annealing procedure that should be ap-
plicable to a variety of glotal minimiz.tion problems with partially-
separable objective functions.

Panos M. Pardalos

University of Florida, Gaineswille, FL
David Shalloway

Cornell University, Ithaca, NY

A New Computational Approach to the Protein
Folding Problem

Protein folding problems can be expressed as
optimization problems. Unfortunately, the
optimization formulation usually requires a
global minimizer of a nonlinear function

of many variables - a very difficult problem.
In this talk, we discuss a new approach to
this problem emphasizing computational issues,
including the use of parallelism. Preliminary
computational results will be presented.

Thomas F. Coleman, Computer Science Department,
Cornell University, Upson Hall, Ithaca,
New York, 14853

D. Shalloway, Department of Biochemistry,
Cornell University, Biotechnology Building,
Ithaca, New York, 14853

Zhijun Wu, Advanced Computing Research Institute,
Cornell University, Engineering and Theory
Center Building, Ithaca, New York, 14853

Some Saddle-Function Splirting Methods for
Convex Programming

By artlying operator splittings to the saddle-
point formulation of convex programs, one can
derive some new optimization methods, including
an alternating direction version of Rockafeller's
proximal method of multipliers (PMOM). In
general, the algorithms contain primal proximal
terms, multipliers, and quadratic penalties, but
exhibit separability absert in the PMOM,
Preliminary computational results are reported.

Jonathan Eckstein .
Mathematical Scienc~. Research
Thinking Machines Corporation
245 First Street

Cambridge, MA 02142

Monotone Operator Splitting and Linear
Complementarity

We apply various splittings to an operator
associated with the monotone linear complementar-
jty problem without a symmetry assumption on the
underlying matrix M, Conditions for convergence
are given and preliminary computational experience
on the Connection machine will be outlined.
Jon&than Eckstein

Mathematical Scierces Research

Thinking Machines Corporation

245 First Street < - -
Cambridge, MA 02142 - -




Michael C. Ferris

Computer Sciences Department
University of Wisconsin

1210 West Dayton St.
Madison, WI 53706

Splitting Methods for Symmetric Affine Variational
Inequality Problems, With Application to Extended
Linear-Quadratic Programming

We show how, under a semi-quadratic assumption,
an extended linear-quadratic programming problem
can be converted into 2 symmetric affine
variational inequality problem. This reformula-
tion provides the basic framework for the poten-
tial application of a host of matrix splitting
methods, exact or inexact, for solving the
extended linear-quadratic program.

Jong-Shi Pang

Department of Mathematical Sciences
Johns Hopkins University

Baltimore, MD 21218-2489

Forward-Backward Splitting in Large-Scale
Optimization

Among splitting methods for large-scale optimiza-
tion, the forward-backward algorithm holds

special potential because it requires backward
steps on only one of the component mappings. It
can be used to solve saddle point problems, in
which the Lagrangian is the sum of .vw expressions,
one of which is highly separable white the other
is far from separable, Such problems cover a wide
range of models in dynamic and stochastic optimi-
zation. For these, forward-backward splitting
leads to decomposition into separate subproblems
to be saolved in each time period. New convergence
results support the viability of such an approach.

George H.=G. Chen

Department of Applied Mathematics
University of Washington

Leattle, WA 98195

R. Tyrrell Rockafellar
Dept. of Math./Dept. of Applied Mathematics
University of Washington

Seattle, WA 98195

Line-search Techniques for Quasi-Newton
Methods in Equality Constrained Optimization

Quasi-Newton methods with line-searches are not easy to im-
plement in equality constrained optimization. The nice com-
bination of the BrGs formula and the Wolfe line-search cannot
be readily extended because of the difficnlty in realizing the
positivity of vf &, where 7z is the change of some gradient
and §; is some corresponding step.

It is known that this extension can be done when only
the projected Hessian of the Lagrangian is updated. A way
of realizing this consists in modifying the search path at the
step-size trials where the Walfe condition is not satisfied. The
path becomes piecewise linear and, 4symplotically, only one
evaluation of the reduced gradient is necessary per iteration.

We will present further theoretical results on this sub-
ject, including a discussion on the connection between the
line-search method -and the update criterion, which déter-
mines when an update is appropriate. We will also present
numerical experiments comparing different implementations
with the SQP method.

TUESDAY PM

Jean Charles GiLBERT, INRIA - Rocquencourt
BP 105, 73153 Le Chesnay Cedex, France.

A Penalty Function Approach to the General Bilevei Problem
The bilevel L rogramming problem is a two level matheinatical program:

min  F(z,3)
st 61(1’9)20» ViERﬁ{I)"'pr}s
y solves
min  f(z,y)

s.t. 9;(-'-',.'1)20. ViEP={1,P}

We propose solving the problem by replacing the inner problem by
the Kuhn-Tucker first order fiecessary optimality conditions and thea
solving the resulting single level problem by an exact penalty function
technique. We will present both theoretical and preliminary numerical
results, as well as discussing some of the difficulties and advantages of
such an approach.

Paul H. Calamai

Department of Systems Design Engineering
University of Watetloo
phcalamai@dial.waterloo.edu Lori M. Case
Department of Computer Science
University of Waterloo
Imcase@neumann.waterloo.edu

Andrew R. Conn

T. J. Watson Research Center

P. O. Box 218, Yorktown Heights, N. Y. 10588
arconn@watson.ibm.com

A Trust Region Method for Nonlinear Optimization Problems

In this paper, we consider the optimization problem with nonlinear
equality constraints

min  f(z)

st c(z)=10

whete f(z) : #* — R! and ¢(z) : R® — R™,m < n. The usual Newton
or quasi-Newton method has to deal with a full Hessian which is an
n x n mat~x. Therefore, it is not suitable for solving large problems.
Here we suZgest a reduced Hessian algorithm with a double dogleg
method to solve the trust region subproblem approximately. The detail
of the algorithm will be discussed and test results from different sets
of problems will also be presented.

Yuan-Au Fan

IMSL, Inc., 2500 Permizn Tower, 2500 CityWest Blvd.,
Houston, TX 77042

Jianzhong Zhang

Department of Mathematics, City Polytechnic of Hong Kong,
Tat Chee Avenue, Kowloon, Hong Kong

Detong Zhu

Department of Mathematics, Shanghai Normal University,
200234, Shanghai, China

The Value Function in Hierarchical Optimization

We consider the properties of th> value function of perturbed hierar-
chical, two-level, optimization problem. The properties of the-valie
function are one measure of the stability of an optxmmnon problem.
We show that Lipschitz type propetties of th= argmin multifunction
for the Jower lovel problem translate to Lischitz properties of the
value fanction for the whole problem: This, cmhbined with nousmooth
anaiys:s, may be used fo derive optimality conditions for hierarchi-
cal gptimization problems. The conditions reqmred for this work and-
their implications for the study of the argmin of the whole hierarchical
optimization problem will be discussed. -

Jay S. Treiman

Western Michigan University, Kalamazoo, Ml
Roxin Zhang

Northern Michigan University, Marquette, MI
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Parallel Implement- .ion of Truncated Newton
Methods

We describe the parallel implementation of a
class of truncated Newton methods for the
solution of large-scale unconstrained
optimization problems. These methods are of
particular interest in computationr -here
analytic derivatives are available, such as
potential energy minimization for large
molecules, or neural network training. The
methods are characterized by a) approximate
solution of the Newton equation by Krylov
subspace methods, with a truncation criterion
based on norm of the residual, and b)
approximation of the required Hessian-gradient
products by gradient differences. Couputational
results are presented for eolution of a neural
network problem on an Intel 1PSC/860 MIMD
parallel supercomputer,

Robert H, Leary

San Diego Supercomputer Center
P. 0. Box 85608

San Diego, CA 92186

Vector Performance Criteria in Unconstrained Opti-
misation

We are concerned with globalization technigues for un-
constrained minimization algorithmns.

Current methods for emsuring global convergence are
based on the enforcement of 2 monotonic decrease of the ob-
jective function values. It is known that this requirement may
cause severe inefficiencies in the minimization of highly nonlin-
ear functions. To overcome this difficulty, some nonmonotone
algorithms have been proposed.

In this work we present a more general theory of global
convergence based on the introduction of a vector performance
criterion and we relate this approach to the use of vector Lya-
punov functions in the stability analysis of dynamical systems.
Luigi Grippo
Dipartimento di Informatica e Sistemistica, Universitd di
Roma “La Sapienga”, via Eudossiana 18, 00184 Roma, Italy

Francesco Lampariello, Stefano Lucidi
Istituto di Analisi dei Sistemi ed Informatica del CNR, Viale
Manzoni 30, 00185 Roma, Italy

Implementing a Parallel Asynchronous Newton Method on a
Distributed Memory Architecture

A parallel asynchronous version of the Newton method for
solving nonlincar optimization problems has been dev~. ped.
In particular, a hierarchical parallel scheme, whereby 1. _.dple
processors are used within each tasks, has been proposed. The
aim is to investigate the parallel asynchronous behavior of the
Newton method for the solution of large scale unconstrained
optiizization problems on a distributed memory parallel
computing environment, to experimentally give evidence of the
possible benefits and drawbacks of the asynchronous idea. A
set of test problems, with different characteristics, has been
used to carry out thie numerical experiments, with the aim of
evaluating and assessing the behavior of the parallel algorithm
when faced with several kind of problems. The fesults
demonstrate the efficiency of the asynchronous parallel
implementation,

Domenico Conforti, Lucio Grandinetti, Roberto Musmanno

Dept. di Elettronica, Informatica e Sistémistica (D.E1S.),
Universitd della Calabria B
87036 Reénde-Coseriza, Raly - N

Modifying the BFGS Update by Column Scaling Techniques

We consider variable metric algorithms that use an approximation B
to the second derivative matrix in order io calculate the search di-
rection. Specifically, we work with the decomposition 227 = B!,
Many researchers have studied modifications of the BFGS update that
apply scaling techniques to the columns of the matrix Z. The author
has suggested a scaling algorithm that preserves global and superlinear
convergence and outperforms the unmodified BFGS update o a range
of ill-conditioned test problems. New research in the field including an
extension of the new method to large-scale problemns is presented.

Dirk Siegel

Department of Applied Mathematics and Theoretical Physics
University of Cambridge

Silver Street

Cambridge CB3 9EW

England

The Global Convergence of a Class of Primal
Potential Reduction Algorithms for Convex
Programming

We describe the global convergence of a class of
interior point primal potential reduction algorithms
for the linearly constrained convex programming
problem. Interior point algorithms for convex
programming have been presented which require that
the functions involved satisfy an unusual Lipschitz
condition. OQOur algorithm is the first potential
algorithm which does not impose any such condition.
The directions used by our class of algorithms

are sufficiently gineral so as to include as
special case several directions that have been

used in the literature in the context of LP
problems.

Renato D. C. Monteiro

Systems and Industrial Engineering Department
University of Arizona

Tucson, AZ 85721

On the Af ine Trust Region Interior Point
Algorithm ‘or Quadratic Programming

The subject of this talk is the theorical and
numerical study of the algorithm for quadratic
programming with trust region and affine scaling.
We show that, under mild hypotheses, the algorithm
converges towards a point satifying the first-order
optimality conditions, and give an estimate of the
asymptotic rate of convergence. Our hypotheses are
l)the linear independence of gradients of active
constraints and 2)that the quadratic problems where
all positivity conditions are deleted or converted
to equalities have at most one solution. We discuss
the numerical implementation and give numerical
regults that indicate a good behavior for a number
of test problems.

M. Bouhtou and F. Bonnans
IRRIA, BP105, 78153 Rocquencourt,France

Algorithms for the Convex Inequalities Problem

Let f4, i=1,2,...,m, be twice continuously dif-
ferentiable convex functions. Let

6 = {g|{x|£(x) < g} # ¢}. Then there exists a
uniqué § in the closure of G, such that ) B
ngj?z = {af{|| g||, |8 €G}. We develop & globally
convérgent algorithm that generates séquences

{xk} and {gk} such that £(xK) < gk and gk -
converges -to § under th2 minimal assumption thar .
the set {x|£(x) < &} is nommemptv. Lo
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As a special case, when $=0, any accumulation
point of the sequence {x%X} belongs to the set
{x|£(x) < 0}.

Motakuri Venkata Ramana and Shih-Ping Han
Department of Mathematical Sciences

The Johns Hopkins University

Baltimore, MD 21218-2689, USA

Experimentation with the Interior Cutting Plane Method
(ICPM)

The interior point cutting plane method éssentially applies to convex
programming. It deals with a linear relaxation of the original problem.
The relaxation is madé of supporting and separating hyperplanes which
are sequentially generated by a so-called oracle, The ICPM strives to
follow the central path of the current linear relaxation, but the path
is modified by the introduction of new cutting planes. This strategy
makes it possible to solve a convex programming problem by generat-
ing only a few cutting planes.

The method has been subjecte to rather extensive testing on a variety
of problems, ranging from geometric programming, to standard nondif-
ferentiable programs and to the decomposition of linear programming
problems. It has been found robust and reliable. We shall discuss
various implementation issues and we shall present the results of our
experimentations.

J.-L. Goffin

Faculty of Management

McGill University

1001 Sherbrooke St. West

Montreal, P.Que., H3A 1G5, Canada

J-P. Vial

Département d’économie commerciale et industrielle
Université de Genéve

2 rue de Candolle

CH-1211 Genéve 4, Switzerland

Optimization Methods for Elliptic Systems

Systems of semilinear elliptic partial integro-differential equations arise
in the study of competitive systems, optimal damping, and semicon-
ductor modeling. These systems may be transformed to compact fixed
point problems by premultiplying by the inverse of the highest order
term, typically a Helmholtz operator. The resulting problems can often
be attacked with conventional Newton-like methods, such as Broyden’s
method or the chord method, if a good preconditioner can be found.
The search for such preconditioners is made complicated in many ap-
plications by large convection terms and/or nonsmooth nonlinearities.
In this presentation I will discuss some of the issues that arise in con-
struction of preconditioners and proofs of superlinear convergence.

C. T. Kelley
North Carolina State University, Raleigh, NC

Numerical Methods for Nonlinear Parabolic Control
Problems

Many optimal control problems with partial differential equations de-
scribed by evolution processes occuring e.g. in heat conduction can
be reformulated as optimization problems. Often the constraints and
the objective funce... in the optimization formilation exhibit a special
structure which can be used for the design of fast numerical algorithms.
Also the choice of function spaces is an issue which influences the re-
sults on the convergence for the numerical methods. We discuss some
of these features for Sequentia” Quadratic Programming and related
methods. We present numerical results for some nonlinear boundary
control probleiis, )

F.-S. Kupfer and E. W. Sachs
Universitét Triesr |~ -
FB 1V'- Mathematik
Postfach 3825

W:5500 Trier

Geroipty -
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Parallel Optimization in Groundwater, and Petroleum Re-
sources Management

A number of optimization problems arise in the management of ground:
water and petroleum resourées. The dominant computational expense
in these NLP is the solution of the p.d.c. that describe flow in porous
media. We will describe an approach to such problems that integrates
domain decompoéition methods with NLP algorithms, thereby éxploit-
ing computational parallelism.

Our idea is based on the observation that in the context of NLP, do-
main decomposition methods contain implicit constraints which should
be made explicit in the NLP. We will discuss our approach for the case
of & parameter identification problem from subsurface flow.

Robert Michael Lewis

Department of Mathematical Sciences
Rice University

Houston, Texas 77251-1892

Augmented Lagrangian and SQP Techniques for
Nonlinear Illposed Inverse Problems

Augmented Lagrangian techniques are robust solvers
for nonlinear illposed inverse problems combining
the equation error and the output least squares
techniques. Their convergence is analyzed and
their numericai behaviour is compared for
different norms in the observation space as well
as between regularization in parameter and in
output space. Reduced SQP-methods are then
compared to the augmented Lagrangian technique
both with respect to coavergence rate and
numerical behaviour. Finally second order update
angmented Lagrangian techniques are described and
compared to SQP methods. Numerical results are
given on identifying interfaces from boundary
measurements.

Karl Kunisch

Technische Universitat Graz
Institut fur Mathematik
Kopernikusgasse 24

Graz

AUSTRIA

Computational Comparison of Two Methods
for Constrained Global Optimization

Computational results comparing two diff-
erent linearly constrained concave global
minimization algorithms, evaluated on the
same set of test problems, will be pre-
sented. The first method is a stochastic
approach which applies a pair of bayesian
stopping rules involving the number of
total local minima found and the fraction
of the domain explored. Th“e second
method is a deterministic approach util-
izing linear underestimators and
sufficient condition tests.

J.B. Rosen

Computer Science Department
University of Minnesota
4-192 EE/CSci Building

200 Union Street S.E.
Minneapolis, MN 55455

A.T. Phillips

Computer Science Department
United States Naval Academy
572 Holloway Road
Annapolis, MD 21402-5002
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COMPUTATIONAL APPROACHES FOR SOLVING QUADRATIC
ASSIGNMENT PROBLEMS

We will present heuristics and exact algorithms
for solving the quadratic assignment problem
(QAP), Computational results will be presented
based on classical test problems available in the
literature and problems generated by a new test
problem generator. We will also discuss

parallel algorithws for solving the QAP and
present preliminary computational results,

Yong Li, Penn State University, Computer Science
Dept., University Park, PA 16802

Panos M. Pardalos, University of Florida, Dept.
of Industrial & Systems Engineering, Gainesville,
FL 32611

An MILP Relaxed Dual Formulation For The

GOP Algorithm

In Floudas and Visweswaren (1990), a new global
optimization algorithm (GOP) was proposed for
solving constrained nonconvex problems. The
approach involves the decomposition of the
original problem into primal and relaxed dual
subproblems that are solved iteratively to
converge to the global solution. In this paper,

a new formulation of the relaxed dual problem,
where binary variables are introduced to represent
combinations of bounds of the xvariables, is
proposed. The reformulation enables the solution
of all the relaxed dual problems at each iteration
through a single mixed-integer- linear programming
(MILP) problem. The reformulated MILP approach

is illustrated through a simple example and
comparisons with the original algorithm are
presented.

V. Visweswaran and C.A. Floudas and Brigitte Jaumard
Department of Chemical Engineering

Princeton University

Princeton, N.J. 08544-5263

Minimizing the Lennard-Jones Potential function

on a Massively Parallel Computer

The Lennard-Jones potential energy function arises in the study
of low-energy states of proteins and in the study of cluster stat-
ics. This paper presents a mathematical treatment of the potential
function, deriving lower bounds as a fanction of the cluster sise, in
both two and three dimensional configurations. These results are
applied to the minimization of a linear chain, or polymer, in two-
dimensional space to illustrate the relationship between energy and
cluster size. An algorithm is presented for finding the minimum-
energy lattice structure in two dimensions. Computational results
obtained on the CM-5, a massively parallel processor, support a
mathematical proof showing an csentially linear relationship be-
tween minimum potential enetgy and the number of atoms in »
cluster. Computational results for as many as 50000 atoms are
presented. This largest case was solved on the CM-5 in approxi-
mately 40 minutes at an approximate rate of 1.1 gigafiops:

G.L. Xue, R.S. Maier

Army High Performance Computing Research Center
1100 South Washington Avenue

Minnesota Tech Center - -
Minneapolis, MN 55415

J.B. Rosen

Computer Science Department
University of Minnescta
200 Union Street S.E.
Minneapolis, MN 55455

The Functionality of ADIFOR

Library packages for optimization either expect the user to provide code
for the Jacobians or the Hessians required by the optimization algo-
rithm, approximate the required derivatives by finite differences, or else
have gone to great length to develop derivative-free algorithms. How-
ever, given the code defining the objective function and the constraints,
the techniqiies of automatic differentiation support the computer gen-
eration of code defining the derivatives usmg the chain rule. ADIFOR
(Automatic Differentiation In FORtran) is a Fortran source-to-source
translator. Given Fortran code for a function, ADIFOR employs the
data analysis capabilities of the ParaScope Fortran programming en-
vironment to generate portable Fortran 77 code. The calling sequence
for the ADIFOR-generated code is a straight-forward extension of the
calling sequence for the original code. The generated code uses a hybrid
combination of the forward and reverse modes of automatic differentia-
tion to compute the derivatives. ADIFOR preserves the parallelization
and vectorization already present in the code and extends the scope of
possible further parallelization and vectorization.

George Corliss
Mathematics and Computer Science Division
Argonne National Laboratory

The Performance of ADIFOR codes

The ADIFOR project’s goal is to provide exact (up to machine preci-
sion) derivatives of functions defined by Fortran programs as cheaply
as possible. This talk outlines the implementation of ADIFOR and
presents experimental results indicating that th. time required for
ADIFOR-generated codes to compute exact der vatives is quite com-
petitive with divided differences on 2o2-~ . which symbolic differ-
entiation would almost certainly fail. We conclude that ADIFOR-
generated derivatives are a more than suitable substitute for hand-
coded or divided-difference derivatives, especially considering that the
availability of exact derivatives may significantly increase the efficiency
of codes in which good derivatives are critical to convergence.

Alan Catle

Center for Research on Parallel Computation
Rice University

P. O. Box 1892

Houston, TX 77251-1892

Automatic Differentiation in Nonlinear Programming and Pa-
rameter Identification

In this talk we will discuss how automatic differentiation makes fea-
sible the solution of some ODE inverse problems. Our algorithms for
estimating the parameters that appear in ordinary differential equation
models are based on a nonlineat programming framework, and by in-
corporating the structure of the parameter identification problem into
the optimization algorithm, the calculation of analytical derivatives
required for the optimization hecomes both tractable and cheap.

Alan Carle, Jobn E. Dennis, Jr., Guangye Li and Karen A. William$on
Center for Research on Parallel Computation

Rice University

P. O. Box 1892

Houston, TX 77251-1802

Experience with Various Automatic Differentiation Tools in
Orthogonal Distance Reg-ession »
In this talk, we examine the effect ofumngJawbmnmatnesobtamed

by automatic differentiation on the performance of the orﬂ:ogonddxsf

tance regression package JDRPACK. Analyungregxmun
armngatNlST weoompuemultsobtamedmmg
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results obtaiced using a divided difference Jacobian. Several charac-
teristics are considered, including the quality of the solution, the size
of the resulting generated <ode, and the CPU time required to obtain
the sclution.

Janet E. Rogers

Applied and Computational Mathematics Division
National Institute of Standards and Technology
Boulder, Colorado 80303-3328

A Scaling Technique for Finding the Weighted An=lytic
Center of a Polytope

Let a bounded full dimensional polytope be defined bv the system
Az > bwhe Als an m X n matrix. Let a; denote the ith row of
the matrix A, and define the weighted analytic center of the polytope
to be the point that minimiges the strictly convex barrier function
— ¥, wiIn(al z — ;). The proper aelection of weights w; can make
any desired point in the interior of the polytope become the weighted
analytic center. As a result, the weighted analytic center has applica-
tions in both linear and general convex programming. If some of the
w;"s are much larger than others, then Newton’s method for minimiz-
ing the resulting barrier funetion is very unstable and can be very slow.
Previous methods for finding the weighted analytic center relied upon
a rather direct application of Newton’s method potentially resulting in
very slow global convergence. We present an enhancement of Newton’s
method that is based on the scaling technique of Edmonds and Karp.
The scaling algorithm runs in O(y/m log W) iterations, where m is
the number of constraints defining the polytope and W is the largest
weight given on any constraint. The complexity of each iteration is
dominated by the time needed to solve a system of linear equaticas.

David S. Atkinson
University of Ilinois at Urbana-Champaign, Urbana, IL
Pravin M. Vaidya
University of Illinois at Urbana-Champaign, Urbana, I

Adding and Deleting Constraints in a Path-Following Method
for Linear Programming

We analyse the effect of shifting, adding and deleting respectively of
a constraint on the position of the analytic center, the distance to
the central path, and the value of the potential function. Based on
the obtzined results we are able to analyse & strategy for building up
and down the linear program while using a path-following method.
We will prove that in the worst case the complexity is the same as
the complexity of the standard path-following method. In practice
this build-up and -down scheme is likely to save much computational
effort. The method starts with a (small) subset of the constraints, and
follows the corresponding central path until the iterate is close to (or
violates) Sne or more of the constraints. Then these constraint are
added to the current system. On the other hand, when the current
iterate is close to the central path, constraints which, in some sense,
lie far from the iterate, are deleted. This process is repeated until we
reach an optimal solution.

D. dec Hertog

Delft University of Technology, Delft, The Netherlands

C. Bogs

Delft University of Technology, Delft, The Netherlands
T. Terlaky

Delft University of Technology, Delft, The Netherlands

On the Convergence of Interior-Point Methods to the
Center of the Solution Set in Linear Programming .
The notion of the central path plays an important role in

the convergence auialysis of interior-point methods. Many
interior-point algonthmshwebeendcvdopedhmdonthe

- principle of following the central path, either closely or

othérwise. However, whether such algorithms actually
converge to the center of the solution set has remained an
open question. In this paper, we demonstrate thet under
mild conditions, when the iteration sequerice generated by a

TUESDAY PM

primal-dual interior-point method converges, it converges to
the center of the solution set.

Yin Zhang

Department of Mathematics and Siatistics
University of Maryland, Baltimore County
Baltimore, Maryland 21228

Richard A. Tapia

Department of Mathematical Sciences
Rice University

Houston, Texas 77251-1892

Interior-Exterior Avgmented 1agrangaan Approach for I P

We consider LP problems of the form

x* = argmin {{p. x} | Ax n g, x 2 0} where
p.xen’.dli R A:R R, men

We are treating the incqualily constraimts with the Moddicd Bamer func-
tion, which onc can consider ax the Intedor Augmented Lagrangan, and
the equality constramts with Classical Augmented Lagangan terms. {1
k>0 be the penalty as well as the barrier parameter, v ¢ R™ be the vector
of dual variables, ueR” he the vector of dual rodduale, and
o, = {xMx=qxa ~k~ ’} Our method 18 based on the properties of
the function

)

(3} Rx.v,u k)=
& 2 3N .
G- dx- g+ S U - F "Z'n;ln(kx,i- Nxeimn,

oo xdint ),

W&:Mvﬂhanmuﬂ]mhmonx eintfl, WeR™ W =(L1, . DeR"
Suppose that x*, v, 1" have already been found a1 <tep s, th-nm:fmdthr
TCXt 2PPIORi by the & i

(3a) M = argmin (Hx. o' V. B lxe R}
(3h) -f'“saf(&:q'“-i- =i .n
(35 VH =Y st g

We prove the convergence of the sequence {x +”.v'] 1o the primal and
dual solution and define the comditions undcr hich method (3) has &
near rate of convergence

The numenal reafization of method (1) kads to the Nowton awxthod for
finding the approximation for x* * ¥ and updating waud v by (3 and ()

Roman Polyak and Rina Schreur

IEM Thomes J. Watson Research Center
Department of Mathematics

P.0. Box 218

Yorktwon Heights, NY 10598

Nonclassical Gauss-Newton Methods

_ The classical Gauss-Newton method for nonlinear least squares may

converge to a point that is not a stationary point if the sequence of
Jacobians approaches a loss of rank. This talk introduces a new class
of linesearch algorithms in which the search direction at eachiteration
is an unmodified Gauss-Newton direction, possibly different from the
classical Gauss-Newton direction. Global convergence to a stationary
point is a consequence of the fact that, in the worst case, the Gauss-
Newton direction that is used is actually the steepest-descent direction.

C. Fraley
Statistical Sciences, Inc.

1700 Westlake Ave N, Suite 500 University of Washington
Seattle, WA 98109 USA Seattle, WA 98195 USA
{raley@statsci.com fraley@stat.washington.edu

Finding the Global Minimum of Nonlinear Least Squates Us-
ing Real and Interval Arithmetic

We address the problem of finding the global minimum of a nonlinear
least squares problem with box constraints (NLSB). These problems
are currently solved by using software, either for. local mihimization of
NLSB-problems ur for global minimization of general box constrained
problems. We combine real and interval arithmetic in using a stabilized
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Gauss-Newton algorithm for local minimization and a revised interval
analysis method for excluding subregions not containing local minima.
The proposed algorithm is suitable for implementation on parallel com-
puters of MIMD-type. Now a sequential implementation is discussed
and compared to the interval analysis method.

Jerry Eriksson
University of Umed , Umed Sweden
Per Lindstrom
University of Umea , Umed Sweden

VARIATIONS OF STRUCTURED BROYDEN FAMILIES FOR
NONLINEAR LEAST SQUARES PROBLEMS

We consider methods for finding a local
solution to a nonlinear least squares problems.
Among numerical methods, structured quasi-Newton
methods seem very efficient,

Recently, factorized versions of the structured
quasi-Newton methods have been studied by Sheng
Songbai and Zou Zhihong, and Yabe and Takahashi.
In this presentation , we generalize the update
of Sheng Songbal et al. and propose a new family
corresponding to the Broyden family. Further the
relationship between the factorized quasi~Newton
family and the structured secant update from the
convex class proposed by Martinez is suggested
and some numerical experiments are shown.

Hiroshi Yabe

Faculty of Engineering
Science University of Tokyo
Tokyo, JAPAN

Relationship between Structured and Factorized
uasi-Newton Methods for Nonlinear Least-
§g uares Problems

Recently, structured quasi-Newton methods for
nonlinear least-squares problems have been
studied b¥ several researchers. These methods
employ J'J 4+ A as an approximation of the
Hessian matrix, and give updating formulae for A,
for J can be steadily available, analytically or
numerically. Their convergence theorems have
been established based on the bounded
detzrioration theory.
On the other hand, we proposed factorized quasi-
Newton methods in the viewpoint of preserving
usitive definiteness of the Hessian approximation.
pecifically, the factored form,(J + L)(J + L),
was employed, and also their convergence
theorems were given. However, in proving
convergence theorems, our s;'ﬁproach can be
considered almost the same as that of structured
quasi-Newton methods by regarding JTL + LJ
+LTLasA.
In this paper, following to this observation, we
further discuss the relationship between structured
and factorized quasi-Newton methods.

Toshihiko Takahashi

Infomation Processing Center

Kajima Corporation

2-7, Motoakasaka 1-Chome, Minato-ku,
Tokyo, 107, Japan

Faculty of Bugineer

aculty of Engineerin,

Science University of %ék’yo
1-3, Kapurazaka, Shinjukusku,
Tokyo, 162, Japan -

An_Interjor Point Algorithm for
Most current interior point methods
for the linear complementarity
problen can be c¢lassified as the
potential reduction method and the
path-following méthod. We propose
a new approach which solves the
corresponding guadratic programming
problen directly, using the scaled
projections of gradients of the
objective function. Then we
explore the polynomial-time
convergence property of the new
algorithms.

Jiu Ding

Department of Mathematics
Southern Station Box 5045
University of Southern Mississippi
Hattiesburg, MS 39406-5045

A Superlinearly Convergent O(/nL)-iteration Predictor-
corrector algorithm for Linear Complementarity Problems

Ye, Tapia and Zhang proved that a version of Mizuno-Todd-Ye predictor-
corrector algorithm for LP which solves the LP in at most O(y/nL)
iterations has the property that locally the duality gap converges to
zero Q-superlinearly. In this paper we extend the algorithm to a class
of linear complementarity problems. The extended algorithm possesses
the same global complexity and local superlinear convergence property.

Siming Huang

University of lows, Iowa city, IA
Jun Ji

Florian Potra

University of Iowa, Iowa City, IA

SOLUTION OF LARGE SCALE-MONOTONE LINEAR COM-
PLEMENTARITY PROBLEMS

The Linear Complementarity Problem (LCP) consists of finding vectors
z and w in Rn such that

w=g-+M2,220,w>0,ztw=0

where ¢ in Rn and M in Rnxn are given. The LCP is said o be mono-
tone if its matrix M is positive semi-definite. In this talk we discuss
the most important direct and iterative algorithms for the solution
of large-scale monotone LCPs, namely principal pivoting algorithms,
damped-Newton and proximal-point procedures, interior-point meth-
ods and projected-gradient algorithms. A comparative study of the
efficiencies of these algorithms which highlights the benefits and draw-
backs of each one of the different methodologies.

Joao M. Patricio, Joaguim J. Judice
Departamento de Matematica, Universidade de Coimbra,
3000 Coimbra, Portugal

Luis M. Fernandes
Escola Superior de Tecnologia de Tomar,
2300 Tomar, Portugal

Undamped Newton Method for Solving Linear
Complementarity Problems

Linear Complementarity Problems (LCP) arises in economie equilib-
rium and quadratic optimization problems; thereforc many practical
problems can bé formulated as LCP. Actually, Newton Methiad is used
for solving LCP, but a daffipéd formitlation, which requires tié uiFofa
stepsize procedure, hias to be used iti ordér to aitainglobal conveigence.
1t has been obseived that this damped Néwton mietlicd couldbefome
impractical when excessive Armijo-like stépsize procedires have £o be
performed at many iterations. Wé prove théoretically that global co-
vergence is guaranteed even if no stepsize procedure is performed
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is, Newton’s method solves the LCP globally and with a superlinear
rate of convergence under conventional assumptions. Numerical exper-
iments support the theory.

Ubaldo M. Garcia-Palomares
Universidad Simon Bolivar
Departamentc de Procesos y Sisternas
Apartado 8900

Caracas, 1086. Venezuela

The Barzilai and Borwein Gradient Method for the
Large Scale Unconstrained Minimization Problem

We consider the use of the Barzilai and Borwein gradient
method for the solution of large scale unconstrained
minimization problems. This method requires no line search
and so, near the solution, it requires considerably less
computational effort than any of the Conjugate Gradient
methods.

We discuss the convergence properties of the method and
present numerical results.

Marcos Raydan
Department of Mathematics
University of Kentucky
Lexington, KY 10506.

The Development of Parallel Nonlinear
Optimization Algorithm for Chemical Process
Design

i.-v study investigated parallel nonlinear opti-
mization for chemical process design. 4
sequential successive quadratic programming
algorithm was developed with the BFGS inverse
Hessian update. Algorithms using a parallel
finite difference Hessian, Straeter's parallel
variable metric update, and Freeman's projected
parallel variable metric update were investigated.
Schnabel's parallel partlal speculative gradient
evaluation technioue was used to calculate the
numerical gradie . Simultaneous function
evaluations were performed for a parallel line
search algorithm. Simultaneous minimizations
were performed with the sequential BFGS algorithm
for parallel global optimization. The success

of these algorithms show potential for efficient
minimization of design problems.

Karen A. High

School of Chemical Engineering
Oklahoma State University
Stillwater, Oklahoma 74078

Richard D. La Roche
Gray Research, Inc.
Gray Research Park
655 E. Lone Oak
Eagan, MN 55121

Unconstrained Minimization on Massively Parallel Comput-
ers

We describe recent experience with two computational models for mas-
sively parallel optin. zation ou high-performance supercomputers, in-
cluding the next-generation Connection Machine. The “single-problem”
model employs fine-grain parallelism to solve large-scale problems. The
“multi-problem” model employs large-grained parallelism to address
global optimization problems. For the single-problem model, We present
comparative results for the Truncated Newton (Nash) and the LM-
BFGS (Nocedal and Liu) on a number of large-scale test problems.
We discuss perforinance in terms of kernal speed, iterations, and code
adaptzhility. For the multi-problem model, we present results for
stochastic global optimization of several nonconvex test problems us-
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ing standard algorithms for local search. We discuss performance in
terms of speed, number of local searches, and convergence behavior of
the local search routines.

Robert S. Maier und Guo-Liang Xue

Army High Performance Computing Research Center
University of Minnesota

Minneapolis, MN 55415 USA

On the Detection and Exploitation of Unknown Sparsity
Structure in Nonlinear Optimization Problems

Given a known sparsity structure, dramati~ computational improve-
ments can typically be realized through the ase of specialized linear
algebra routines and/or the use of graph coloring algorithms to ef-
ficiently generate Bessian aporoximations., In practical applications,
however, the true structure of a problem may not be obvious to the
unsophisticated user, or may even e specified incorrectly. Another
difficulty involves problems for which the sparsity structure changes
during the iteration.

We invrstigate the consequences of errors in the assumed sparsity struc-
ture, and present an insxpensive algorithm for detecting significant er-
rors. Global convergence is demonstrated in a frust regior framework.

Richard G. Carter
AHPCRC, University of Minnesota

Fixed-Point Quasi-Newton Methods

We study iterative methods defined by
xk+l = ¢(xk,Ek):
where Xy e R" and Ek lies on a space of

parameters. We establish sufficient con-
ditions for local convergence and

for convergence at an ideal

linear or superlinear rate. We develop a
theory of least-change secant update
methods for this class of procssses.
Several examples are given showing a wide

range of applications of the new theory.

José Mario Martinez

Dept. of Applied Mathematics
IMECC -~ UNICAMP

CP 6065 ~ 13081 Campinas SP

E~MAIL:MARTINEZ@BRUC.ANSP.BR

Data Analysis Techniques for Optimization Code Test Results

The compatison of test results for optimization codes involves fairly
large sets of multivariate data. This poster presentation considers some
of the presentation and analysis approches which have been used by
different workers. These are compared to a variety of techniques re-
cently developed or popularized in statistical research. The availability
and ease of use of such methods are considered. The author will at-
tempt, to suggest some choices of techniques which require little effort
or expenditure from the user but which elucidate important features
of test result data. -

John C. Nash,

Faculty of Administration,
University of Ottows,
Ottowa, Ontario, K1N 6N5.
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afficient wnd 3table Computation of Natalia Alexandrov

Quasi-~iewton Updates John E. Deunis, Jr.

yucsi-Hewton techniques are frequently used for Department of Mathematical Sciences

the numerical sulution ol guadratic programming Rice University, P.O. Box 1892

or linearly and nonlinearly constrained Houston, Tx 77251.

optimization problems. The key computational

step of these technijues is the updating of 2 Local convergence analysis of the method of centers
synmetric positive definite mutrix after o

symmetric rank two modificstion, involving an In this talk, we investigate the asymptotic behavior of the method of
addition and a subtraction of dyads. most centers when applied to the nonlinear program ming(z)<o f(z). This
carrent implementetions rely on updating the method consists in solving a sequence of subproblems

Cholesky factor of :shis matrix using standerd

plane rotations, some inefficiencies and min plog(f(z) ~ tx) — 3 _ log(gi(z)).

numericel difficulties may srise meinly due to

the subtraction operation. We in-estigate conditions on p which ensure that the solutions z(¢;)

form a differentiable trajectory. If z(t) denotes a local solution of the
unconstrained subproblem, we define a function h(z(t),t) such that
h{z(t*),1*) = 0 for a point z* = z(t*) satisfying the sufficient second
order conditions. We investigate again conditions on p, this time to en-

The paper disousses efficient and stable
quasi~’evwton updutes using modified jiouseholder
transformetions and hyperbolis transformations,

vesile Jima sure that A'(x(2"),t*) # 0. This allows us to apply Newton’s Method
Computer “rocess Control laboratory to the function h, thereby yielding a quadratic convergence rate with
iiesearch Institute for Informetics respect to function values. Finally, we evaluate the tradeoffs of ap-
71316 Bucharest, homeniw prozimalely solving the unconstrained subproblems. More precisely,

we propose an approximation criterion such that the quadratic con-
vergence rate for the function values is retained, and we cvaluate the
work needed to obtain such an approximate solution. Improvements
are made available by the use of an extrapol tion strategy, as used
Parallel computing in computational fluid dynamics recently in numerically efficient penalty algorithms.

has grown increasingly important in the last

Efficien. Parallel Minimization Algorithms in
Computational Fluid Dynamics

i | decade. In particular, parallel solution ?ziflph.mdnse;‘::l':m“"
; algorithms for discretization egquations constitutes Aebd ; ’:.?;{ ussau »
; a major research field. This presentation concerns elatil Mansoun
| the implementation of Snyman's dynamic minimization Département de mathématiques et d’informatique
i algorithms as nonlinear solvers for systems of Faculté des sciences
; discretization equaticns in fluid flow and heat Université de Sherbrooke
: transfer. These particfxlar algorithms evaluate Sherbrooke, PQ, CANADA
only the gradient of the objective function and JIK 2R1

not the function itself, and are therefore

efficient parallel algorithms. Different formula- . s .
tions of the minimization problem for this appli- Bilevel Formulations in Concurrent Modeling of the De-

cation, as well as numerical experiments to obtain sign Process

the parallel efficiency of the minimization Concurrent modeling, as an emerging theme in
algont.hms concerned, are presented. engineering design research, also offers interest-
E. de Klerk and J.A. Snyman ing new challenges in applied optimization. The L

] Department of Mechanical Engineering basic problem is to include downstream product-
University of Pretoria, Pretoria

Kepublic of South Afriea life considerations in early design decision-making.

K In current methods, concurrency has usually been
g‘ Fretorius . modeled by different multiobjective formulations.
epartment of Computer Science As a way to further improve the designer’s in-
University of South Africa . . .

sight in modeling concurrency, we propose the

Pretoria . . . L.
South Africa use of a bilevel formulation and its various inter-

pretations in input optimization and stackelberg
A Flexible Elimination Method for Nonlinear games.

Using applications from mechanical design, this
presentation will address nondifferentiability in
The authors propose a new elimination method for solving problems bilevel models and will report on new computa-
in the SQP framework. The theory has its roots in the Brown-Brent tional oaches to solve these models
methods for nonlinear systems of equations. The practical motivation ional appr es to © )
lies in :;l;e nature of many "real-life” problems, especially engineer- J. R. Jaganaatha Rao
ing problems where the constraints are given in the form of differ- :
ential equations. Such problems, when discretized, are usually large gssxstant Pmmoeih ical Engi :
. and sj-arse wnd have a structure that can be exploited. The proposed e’partt?ent .o am ngIneering
. : method offers . flexible way to solve problems, given a particular struc- The University of Houston
; , ture. The constraints can be processed in groups, aggregated according Houston, TX 77204-47192.
to various criteria, such as minimum fill-in during solution, degree of
non-linearity, or natural grouping. This flexibility makes it possible
to solve problems of varying size, sparsity and structire with a single
optimization code.

Constrained Optimization

Nonlincar Programming Model For Software Development
Process

Software developer deals with two conflicting objectives of minimiz-
ing the resources utilized and maximizing the quality accomplished in
the development process. This paper develops nonlinear programming
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model that enables a software manager to determine optimal levels of
resource allocation in each stages of software development process that
maximize the software quality wathin the given budget. Software qual-
ity is described through a number of quality factors such as reliability,
maintainability, portability, and etc. Each quality factor is a function
of the quality metrics which affect that quality factor. Nonlinear rela-
tionship is assumed between resources spent and level of quality metric
attained. An example will illustrate the model.

Nalina Suresh

Department of Mathematics
University of Wisconsin-Eau Claire
Eau Claire, WI 54701

AJ.G. Babu

Department of industrial and Management Systems
University of South Florida

Tampa, Florida 33620

An interior-point algorithm for quadratically constrained en-
tropy minimization problems

Entropy minimization problems with linear or quadratic constraints are
widely used in engineering and social sciences. Traditionally, the solu-
»ion of such problems were solved by Lagrange multipliers techniques.
Interior point methods for linearly constrained entropy minimization
problems have recently been studied and they have proved successful in
solving some large scale problems in image reconstruction. we present
an interior point algorithm for quadratically constrained entropy prob-
lems. The algorithm uses a variation of Newton’s method to follow
a central path trajectory in the interior of the feasible set. The algo-
rithm follows some central path called trajectory. This approach was
also used by other authors for different problems. The primal-dual gep
is made less than a given ¢ in at most O(] In¢ | /m+ ) steps where
n is the dimension of the problem and m is the number of quadratic
inequality constraints.

Jun Ji.

University of lowa, Iowa city, IA

Floria» Potra.

Univesity of Iowa, lowa city, IA

Optimum Design of Rotational Wheel and Casing
Structures under Transient Thermal and
Centrifugal Loads

Transient thermal and centrifugal loads on
turbomachinery rotors have increased with recent
increases in gas temperatures and tip speeds.
Rotor weights must be decreased to improve rotor

TUESDAY PM

The choice of the Lagrange multiplier in the framework of
successive quadratic programming method

We study the choice of the Lagrange multiplier for equality
constrained optimization problem when the successive
quadratic programming strategy is used to solve the problem.
Some of the fundamental properties of the distinct Lagrange
multiplier formulas will be discussed. The numericai ‘tability
of all these Lagrange multiplier formulas and some numerical
results will also be presented.

Debora Cores

Richard Tapia

Department of Mathematical Sciences
Rice University, P.O. Box 1892
Houston, Tx 77251.

Conditions for Continuation of the Efficient Curve

for Multi-objective Control-structure Optimization

In recent years there has been considerable interest in bi-
objective structural optimization, which gives the designs
(known as efficient solutions) where one objective can be im-
proved only at the expense of the other one. The optimal
solutions to the problem of minimizing the bi-objective cost
fuaction J = (J,,J.) can be found by optimizing the convex
combination (1 — a)J, + aJ. of a structural cost J, and a con-
trol cost J.. A recently developed active set algorithm using
homotopy methods to trace the efficient curve has been imple-
mented for the bi-objective control-structure optimization of a
ten-bar truss with two collocated sensors and actuators. The
efficient curve for this example consists of three disconnected
parts. Two parts are discontinuous with stationary solutions
bridging the discontinuities. The relevant question is what the
conditions are for continuation of the path. This paper at-
tempts to apply Robinson’s general theory about the stability
of perturbed systems for determining such conditions, and to
examine their computational feasibility.

Joanna Rakowska

Department of Mathematics

Raphael T. Haftka

Department of Aerospace and Ocean Engineering
Layne T. Watson

Department of Computer Science

Virginia Polytechnic Institute & State University
Blacksburg, VA 24061-0106
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dynamics and to reduce bearing loads. Noreover,
blade tip clearance must be decreased to improve
aerodynamic efficiency,. An optimum design
technique offering the Llightest possible wheel
shape under specified stress and clearance limits
is therefore required.

This paper introduces an optimum design
system developed for turbo-machinery rotors.
Sequential linear programming is wused in the
optimizing process,and non-steady-state thermal
analyses of wheels and casings are performed by
numerically analyzing multi-ring models. Stress and
deformation analyses of these wheels and casings
ave performed by using Donath's method with the
same multi-ring model. This optimum design program
is applied to the design of multistage axial flow
compressor wheels.

The scaled proximal decomposition on the graph of a mono-
tone operator

We present & different derivation of Spingarn’s decomposition method
for convex programming {Math.Prog.32,2,1985). It is based on the
proximal decompaosition on the graph of 2 maximal monotone opera-
tor. The convergence of the method is proved without using the con-
cept of the Partial Inverse. This allows us to add a scaling factor which
accelerates the convergence in the strongly monotone case. These re-
sults are supported by numerical experiments performed on a minisum
facility location problem with mixed polyhedral norms.

Philippe Mahey
Laboratoire ARTEMIS
IMAG, BP 53X, F-38041 Grenoble, France

Pham Dinh Tao
Toshio Hattori LMAI- INSA Rouen

; 3rd Dept.,Mech.Eng.Res.Lab., g:;:& 76131 Mont St Aignan

p: Hitachi Lud.,

502,Kandatsu,Tsuchiura, Ibaraki,Japan
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Convex Optimization Problem Yields the Markov
Process Steady Probability Distribution

We show that the solution of a steady Komogorov
system for the markov process probability distribu-
tion minimizes the ronvex functiorn having a form of
free energy of the certain therrodynamic system.
Based on this observation we deploy numerical
methods of convex optimization and svatisticaa
mechanics for approximating the steady probability
dist:ibution of large-scale markov processes. We
apply this approach to performance analysis and
optimization of large-scale circuit switched
communiication networks.

Vladimir Marbukh

NYC Pepartment of Sanitation
Operations Management Division
125 Worth Street, Room 811
New York, NY 10013

A LAGRANGIAN DUAL APPROACH FOR ASSIGNING TOOLS TO
MACHINES IN A FLEXIBLE MANUFACTURING SYSTEM

The flexible manufacturing system (FMS)
considered has machines capable of handling several
tools stored in a magazine. Magazine capacity is
restricted, and tools can sccupy more than one uniz
space. Cluster analysis techniques determine
dependency between each pair of tools. Tools
commor in a production .agquence and located in
different rachines result in FMS travel. A linear
integer program is formulated to minimize travel
among a predetermined number of machines.
Lagrangian relaxation is applied to a set of
censtraints, resulting in a separable problem. The
dual problem is solved by a subgradient algorithm.

T. H. D'Alfonso and J. A. Ventura
Department of Industrial and
Management Systems Engineering
The Pennsylvania State University
University Park, PA 16802

Optimal Design for Model p=ax/(1+bx)
with Multiplicative Error

We solve an cptimum experimental design problem which

involves a nonlinear statistical model p=ax/(I1+bx) with
multiplicative random error. The model has been used in
various industrial fields, where it is named as Langmuir model
or Michaelis-Menten model. In both finite sample case and
asymptotic case, we find the location of the design points
(levels) of the control variable and the weight at each point such
that the generalized variance of the estimates of the parameters
a and b is minimized. The assumptions for achieving this
optimization are reduced to minimum. The methodology can be
applied to other nonlinear regression optimal design problems.

(1) Shankang Qu

(2) Shriniwas Katti

Department of Statistics
University of Missouri-Columbia
Columbia, MO 65211

Pattern Recognition and Classification Using Time Series

Pattern recognition is concerned with comparing a shape A, which is
found in a scene, to a set of shapes B, which are pre-stored as reference
shapes. Based on & similarity measure, the shape A will be recognized
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and classified as one of the refersnce shapes in B. An investigation
of a two-Jimensional object recognition technique based on the use of
autoicgressive-integrated-moving average (ARIMA) approach is pro-
posed. The boundary profile of the objact is first extracted 4s a set of
sequential disciete data. This set of data is then described in a time
series manner. An ARIMA scheme is applied to derive the best-fitting
model based on statistical evaluation. This recognition process uses the
sum f weighted Euclidean distances of the model parameters beiween
the input shapes and the reference shapes. This approach is invariant
to the object size, position, orientation, and the starting point.

Jen-Ming Chen, Jose A. Ventura and Chih-Hang Wu
Department of industrial and Management Systems Engineering
The Pennsylvania State University

207 Hammond Bldg, University Park, PA 16801

Numerical Experiments with One Dimensional
Adaptive Cubic Algorithm

A code and numerical experiments with one dimen~
sional adaptive cubic algoritlm are presented.

It is demonstrated that the slgorithm is applicable
for full global optimization of a large class of
functions including discontinuous and unbounded
functions. Experiments with suck functions show
that successive runs yield monotcomically improving
results which descend onto the set of all global
optimizers, if the sequence of experimental runs

is properly orvganized.

André Ferrari

LASSY, Université de Nice-Sophia Antipolis,
équipe de 1'URA 1376 du C.N.R.S.,

41 Bd. Napoldon TII, 06041 Nice, CEDEX, FRANCE

Efim A. Galperin

Département de mathématiques et d'informatique
Université du Québec 3 Montréal

C.P. 8888, Succ., A, Montréal, Qué., CANADA H3C 3p8

A Random Global Search Technique for Lipschitz Functions

We present results of a random search technique for global optimization
of Lipschitz continuous functions. This is in answer to the ongoing
challenge of efficient algorithm development in this area. In particular
our algorithm is an attempt to approximate Pure Adaptive Search. It
"brackets” the level set with upper and lower envelopes, using Lischitz
cones. This paper explores the expected closeness of the bracket to the
level set for various functions.

Regina Hunter Mladineo
Management Sciences Dept.,
Rider College, Lawrenceville, NJ 08648.

An Algorithm for Graph Imbedding

An algorithm is presented for imbedding a copy of a graph A into
graph B. The algorithm uses penalty functions which penalize for self-
intersection and simulated annealing to minimize the penalty. The
algorithm is conveniently implemented on parallel platforms. Assum-
ing imbeddings of A into B exist, the algorithm can be used further
to search for imbeddings with minimum edge lengths. Applications for
adapting a given parallel algorithm for different parallel platforns are
described.

Yaghout Nourani, Andrew Klinger, Luqing Wang, and Peter Salamon
Department of Mathematical Sciences

San Diego State University

San Dicgo, CA 92182

The Inverse Shortest Paths Problem

The inverse shortest paths problem in a graph is considered, that is the
problem of recovering the arc costs given some information about the
shortest paths in the graph. The problem is first motivated by some
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practical examples arising from importent applications. An algotithm
for one of the instances of the problem is then prcposed and analysed.
Preliminary numnerical results are reported. The problem where are
costs are sUhject to correlation constraints is also considered. A gener-
alization of the first algcrithm is then presented with some numerical
experience.

Didier Burton and Philippe Toint
Faculties Universitaires de la Paix
Belgium

Optimization of Steiner Nodes and Trees on a
Hypercube Architecture

Given a set of N nodes, randomly distributed on a
Lypercube network, find an optimal Steiner tree
that minimizes the number of links needed to
connect the N nodes.

In this paper it is proven that for N=3 the corre-
sponding Steiner node is unique and an efficient
method is developed that computes this node. This
result was utilized to develop am algorithm with
time complexity o(N? log N) that closely approxi-
mates the optimal Steiner tree. The results of
this paper have been experimentally verified.

Nikolaos T. Liolios
Computer Methods Corporation
2487 Stone

Ann Arbor, MI 48105

Dionysios Kountanis

Western Michigan University
Department of Computer Science
Kalamazoo, MI 49008

Two Approximation Algorithms for the Routing
Problem

Several algorithms have been presented in the past
that construct approximate solutions to the
optimal Rectilinear Steiner Tree problem.

This paper reviews some of the known efficient
routing algorithms. These algorithms are experi-
mentally analyzed using their time complexity,
total size of the resulting Steiner tree, number
of changes in direction, separability and
stability as quality measures.

Two new algorithms are also presented and analyzed,
It is shown that both algorithms perform better
than the previously know algorithms, relative to
the above mentioned criteria

Dionysios Kountanis

Western Michigan Yniversity
Department of Computer Science
Kalamazoo, MI 49008

Nikolaos T. Liolios
Computer Methods Corporation
2487 Stone

Ann Arbor, MI 48105

Discontinuous Piecewise Differentiable Optimization

A theoretical framework and a practical algorithm are presented to
solve discontinuous piecewisce differ=ntiable optimization problems. A
penalty approach allows one to consider such problems subject to a
wide range of constraints invulving piecewise differentiable functions.
The descent algorithm elaborated uses active set and restricted gradi-
ent approaches. It is a generalization of the ideas used to deal with
nonsmoothness in the {; exact penalty function. Numerical results will
also be presented.

Andrew R. Conn
T. J. Watson Researcht Center, P. O. Box 218, Yorktown Heights. N.
Y. 10598

- == gisas o= e = Ay

TUESDAY PM

arcorn@watson.ibm.com

Mareel Mongeau

Centre de recherches mathématiques, Université de Montréal, C. P.
6128, Suce. A, Montréal, Canada H3C 337
mongeau@ere.umontreal.ca

Nuclear Cones and Pareto Optimization

We present a general necessary and sufficient
existence test for Pareto optimum in a general
ordered locally convex space.

By this result we can see the importance of
nuclear cones in Pareto optimization.

Several interesting conclusions are also obtained.

George Isac

Departement de Mathematiques
College Militaire Royal
St-Je Quebec

Canada, J0J 1RO

STUDY OF SOME MULYIPORT PLANAR STRIPLINE
DISCONTINUITIES OPTIMIZATION OF THEIR
cnmcmmmcs BY CONSIDERATION OF THEIR

ThilPamrquenhoneAppowhfortheSt\uiy
of Multiport Planar Stripline Structures Using
Isotropic or Anisctropic Substrate.

Ouwr Work is Based on the Combination of the
Conventionnal Boundary Blement Method in the
Junction, with Equivalent Waveguide Model or Edge
Line Concept for the Tranamission Lines. Usiog
Green's Formula for the Inner Junetion, the Expression
of the Electromagnetic Field at Any Point can be
Obtained. Our Approach Allows Us to Optimized the
Characteristics of the Compensated Bend or Tee hy
Conaideration of the Form.

Christian CAVALLY , Henri BAUDRANY)
1aboratoire d'Electronique, ENSEEIHT,
2, Rue Charies CAMICHEL,
31071 TOULOUSE CEDEX

Jacques COUOT
Laboretoirs d'Analyse Numdrique
Université Paul SABATIER
118, Route de NARBONNE
31408 TOULOUSE France

On Width Minimization by Shift
Transform Interval Multiplication

Applying interval arithmetic, we may find reliable solution bounds
in finite digit computations. In interval function evaluation, we need
design algorithms to minimize the width of result intarvals. People
have studied the stundard centered form to bound the range of func-
tions and claimed it is oplimal. In this presentation, we treat the
centered form as a special case of shifl {ransformation We present
that the centerized form may not be optimal in genes 1. This is be-
cause the centerization may cause larger width penalty from othet
terms. We presznt algoritiuns to apply general shift transformations
to obtain optimal results for certain functions Numerical examples
will be discussed also.

Chenyi Hu
Depariment of Applied Mathematical Sciences,
Jniversity of Houston-Downtows,
Houston, TX 77002.
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Optimal Sampling Design for Dynamic Systems

We describe the use of Quasi-Newton nonlinear optimization methods
to design optimal sampling schemes for dvnamic systems. The sysiem
is assumed to be described by a set of ordinary differcntial equations
that include a number of physical parameters to be identified. The
objective of the optimal sampling design problem is then to selcct val-
ues of sampling design variables that minimize the determinant of the
theoretical parameter covariance matrix. This criteria is equivalent to
minimizing the volume of a statistical confidence region for the pa-
rameters. Since the determinant of the parameter covariance matrix
involves first order derivatives of the system state variables with re-
spect to the par-meters, the gradients of the sampling design objective
function requires second order derivatives of the dynamic system. One
key feature of the numerical approach is the use of dynamic system
sensitivity analysis techniques to calculate the needed first and second
order denivatives efficiently and accurately. The general approach is
applied to a complex biological process that describes the processes
and reaction rates involved in the conversion of substrate to biomass,
with the consumption of an electron aceeptor. In this example, the
optimal sampling design approach is used to design vatch experiments
for use in estimating various biochemical parameters.

James G. Uber
University of Cincinnati
Cincinnati, Ohio

An Algorithm for Solving Linear Inequality
System

Solving a system of linear inequalities
is one of the fundamental problems in
optimization. A descent method to solve
the question is presented in this paper.
Usually, its decent direction can be
obtained via the solution of a linear
least square problem, otherwise, we need
to solve a constrained’least square
subproblem, The step factor for the
search direction is easy to calculate.
Numerical experiments illustrate the
feasibility of the new algorithm, but an
efficient code for solving the special
constrained least square problem is

necessary,

Jiasong Wang, Professor
Department of Mathematics
Nanjing University
Nanjing, Jiangsu Province
P.R.CHINA 210008

Modelling of the vectors, uniformly-distributed on all direc-
tions in some hyperplane intersection

It’s ronsidered the method of random vector generation. The vec-
tors must have uniformly distribution and must belong to some hyper-
planes. This procedure of modelling is necessary for random search
methods when various parameters must be satisfactory for some linear
lirnits. Analogical problem is arrived in iptimisation on multicompo-
nent mixture.

First it’s used the well-known algorithm of modelling of the poiats,
uniformly-distributed on {u-k)-dimensional sphere (k-num- ber of lim-
its). Then the set of orthogonal transformations is performed in order
to transmit these points to our n-dimensicnal space. These transfor-
mations are the generalization of the famous Relmert transformation.
The method have been used for oplimisation problems in gydrogeology
and geochemistry. _

Genrih Celestin Tumarkin

Moscow Geological-Prospecting Institute

Mathemaatical Modelling -

Micluho-Maclai str., 23, Moscow 117873 USSR

Constructive Neural Network Algorithm for
Approximation of Multivariabl: Function with
Compact Support and its Application for
Inversion of the Radon Transform

Presenter: Nicolay Magnitskis
Institute for Systems Studies
Academy of Sciences
9, Prospect 60-let
Oktyabrya, Moscow
117312 Russia

No brief abstract received, only extended
(3~page) version.

T-Stationary Replacement for the Average Model of
MDP

We consider an unbounded nonstationary Markov
Decition Programming (MDP) with the average reward
criterion. This problem has been little studied.
In our earlier paper (see: 91b-90211 "Math Reviews")
we provide a conception T-Stationary replacement
property which is extended to average model in this
paper. By use of this property the existence of
optimal policies is proved under some hypothesses.
Our work opens up a new way for the discussion
about this field.

Wei Liren

Applied Mathematics Research Laboratory
Hunan Normal University

Changsha, Hunan 410006

People's Republic of China

Solving 1 inear Stochastic Network Problems using the Prox-
imal Point Algorithm on a Massively Parallel Computer, au:d
an Application from the Insurance Industry.

We use the proximal minimization algorithm with D “unctions (PMD)
superimposed on a row-action algorithm for solving lincar, two-stage
stochastic network problems. The proximal point subproblems decom-
pose by scenario and non-anticipativity is enforced iteratively. Exten-
sive results from an implementation cn a massively parallel Connection
Machine CM-2 are presented, and an application from the management
of a portfolio of insurance products (SPDAs) is discussed.

Soren S. Nielsen

University of Pennsylvania, The Wharton School, Decision Sciences
Dept., Philadeiphia PA 19104;

Stavros A. Zenios, University of Pennsylvania, The Wharton School,
Decision Sciences Dept., Philadelphia PA 19104;

Parallel Constraint and Variable Distribution

Approaches for distributing constraints and
variables among parallel processors are described.
Eash processor handles either a subset of the
constraints or the variables with appropriate
modifications to the problem. Typically an
augnented penalty term is introdnced in each sub-
problem to veflect the variables or constraints
not treated by the subproblem. Convergence
results and computational experience will be
reported.

M.C. Ferris § 0.L. Mangasarian
Computer Sciences Departwmant
Univeorsity of Wisconsin

1210 West Dayton Street
Madison, WI 53706
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Parallel Algorithms for Minimizing thc Ginzburg-Landau Free
Energy Functional for Superconducting Materials

The Ginzburg-Lendau theory of superconductivity effectively me-lels
meny of the observed properties of superconduc’ us .8, most
notably the vortex lattice solutions which arise i the  .ved state”
when the strength of the applied magnetic fielc s between two eriti-
cal values. The solutions can b~ obtained by i ri.ng a discretized
version of the Ginzburg-Landau free energy fuuctional. The resulting
optimization problem can be very large and nonlinear. Other diffienl-
ties arise because of the presence of saddle points and degeneracy at tue
solution. In this talk, we discuss parallel implementation of an inexact
Newton strategy for minimizing the free energy functional. The core
operation of solution of the damped Newton eqn~tions (a large sparse
linear systetn in which the coefficient matrix is a damped version of the
Hessian) is performed with a parallel preconditioned conjugate g- * ent
technique.

Paul . Plastraann and Stephen J. Wright
MC5 Division,

Argonne National Laboratory

Argonne, 11., 60439, USA

Parallel Optimization ‘n Groundwater and
Pctroleum Resources Mr .agement

A number of optimization problems arise in the
management of groundwater and petroleum resources.
The dominant computational expense in these NLP

1s the solution of the p.d.e. that describe flow
in porous mcdia. We will describe an approach to
such problems that integrates domain
decomposition methods with NLP algorithms, thereby
exploiting computational parallelism.

Our idea is based on the observation that in the
context of NLP, domain decumposition methods
contain implicit constraints wnich should be neile
explicit in the NLP. We wall discuss our
approach for the case of a parameter identifica-
tion problem from subsurface flow.

Robert Michael Lewis

Departme:t of Mathematical Sciences
Rice University

P.0. Box 1892

Houston, X 77251-1892

SQP Algorithms for Farge-scale Constrained Optimization

We .scrss several theoretical and practical issues coucerning the ex-
tension of sequential que iratic programming (SQP) methods to large
problems with equality aad inequality constraints. An important fea-
ture of the methods to be discussed is the approximaticn of a reduced
Hessian of the Lagrangian function We shall define certai: pseudo-
superbasic variable- and show how they can be used to impreve effi-
ciency wher strict .omple:r :ntar‘ty does not hold at t ze snlution of a
quadratic progratining subprobiem Compari >ns with NPSOL and
MINOS are prese.ited for about 100 small and large examples.

Samue! K. Eldersveld
Stanford University, Stanford, CA

Philip E. Gill
University of California at San Diego, La Jolla, CA

Large-scale Issues in Newton Methnds for Linearly
Constrained Optimization

In this talk, moc fied Newton methods of the
linesearch type are described. The methods ars
based on computing directions of sufficient descent
and smificient negative curvature, and are suitable
for large sparse protlems with linerr const-aints,
The focus of the talk is on how to compute the
directions efficiently, and how to combine them in
the linesearch. Finally, we discuss the role of
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the procedures described within algorithms fer
nonlinearly constrained problems.

Anders Forsgren
Royal Institue of Technology

Department of Mathematics
$-100 44 Stockholm, Sweder

Walter Murray
Stanford University
Starfo.rd, CA 94305

Optimization of Complex Aircraft Structures

In design of aircraft structures it is crucial to
minimize structural weight without violating
structural strength requirements. Combining numer-
1cal optimization techniques with finite element
analysis, it is possible to solve the design p >b-
lem as a large nonlinear optimization problem.
Design variables are used to define the size and
shape of the structural members, and state var-
iables describe the deformation of the structure
caused by exterpal loads. The number of state
variabies is large since these variables arise

from a discretization of a partial differential
equation. It is common practice in structural
optimization to use the state equations tc expli-
citly eliminate the state variables. The talk will
discuss this approach and describe when it could be
beneficial to keep the state equations in the
optimization problem. In particular it will be
described how keeping the state equarions as non-
linear constraints is advantageous when the state
equations are nonlinear. Numerical examples from
minimum weight design of nonlinear she{i structures
will be presented.

Ulf T, Ringertz
The Aersrautical Research Institute of Sweden
Box 11921, S-161 11 Bromma Sweden

SQP Methods and their Application to Optimal Trajectory
Calculations

A particularly successfui application of nonlinear optimization has been
in the area of optimal trajectory stmulation. Optimal trajectory sim-
ulation involves the calculation of the best flight path of a spacecraft
or aircraft. Recently, an approach basad on Hermite collocation and
the scquential quadratic programming method NPSOL has been im-
plemented in the op.imal trajectory code OTIS. The code has had a
sigmficant impact on the area of space vehicle design, and is being used
in the calculation of trajectories for the National Aerospace Plane, the
Mars Lander and the single-stage-to-orbit test vehicle. We review the
application of SQP methods to optimal trajectory design and describe
how the chcice of method fr tire QP subproblem can have a substan-
tial effect upon the tinie needed 'o compute an optimal trajectory. We
conclude by Jes-ribing recent developments in!  ge-scale optimization
that are likely to have an impact upon optimal . ajectory calculations.

Philip E. Gill

University of California at San Diego, La Jolla, CA
Walter Murray

Stanford University, Stanfoid, CA

Michael A. Saunders
Stanford University, Stanford, CA

Issues in Strong Polynomiality of Nonlinear Optimization

13 is demnnstrated that problems of convex separable optimization over
linear constraints are solvable in polynomial time provided thai the
Jargest subdeterminant of the constraint matrix is bounded In partic-
ular, problem over a totally modular matrix of constraints are soivatle,
in integers, :n polynomial time. Such problems with a linear objective
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function, are solvable in STRONGLY polynomial time. We demon-
strate that suck algorithms are impossible for a nonlinear nonquadratic
objective function, for a widely a=ceptable complexity model. The case
of quadratic objective function mav allow fir strongly polynomial algo-
rithms. Cases where such algorithms are known, and important open
question will be described.

Dorit S Hochbaum
Department of IELOR
University of CA, B rkeley, CA 94720

The Complexity of Quac-atic Programming

The QUADRATIC PROGRAMMING problem is to maximize a poly-
nomial of degree two, f(z) = z¥ Az, inside the convex set Bz < c.
Not only is this problem NP-hard, but no polynon.ial-time algorithm
is known for approximating the optimum, eve* very poorly. Here we
give evidence why this is so. assuming that I : cannot be decided in
n’*om”-time, we show that there is no cois. at-factor polynomial-
time approximation algorithm for QUADRATIC PROGRAMMING.
(That is, any polynomial-time algorithm wi | produce estimates which
are sometimes off by more than w(1) times the true optimum.) The
techniques used to establish this theorem sten. from the study of in-
teractive proof systems. In particular, we rely heavily on the recent
contributions of [Babai, Fortnow, Lund), [Feige, Gildwasser, Lovasz,
Safra, Szegedy], and [Feige, Lovasz]. We derive similar 1 :suits for some
other problems in continuous optimzation.

Mihir Bellare
IBM T.J.Watson Research Center, Yorktown Heights, NY

Phillip Rogaway
IBM, Austin, TX

ON MINIMIZATION OF CONVEX SEPARABLE FUNCTIONS

We consider the problem of minimizing a convex
separable function in R™n subject to box
constraints and m equality constraints. We
provide a characterization of soliutions in terms
of an arrangement of hyperplanes in RMm. We use
the characterization to provide an exact algorithm
for the problem which takes O{n‘m) operations
(including function inversions . In particular,
for the special case of the least-distance
problem, we obtain a strongly polynomial algorithm
for fixed m, with running time O(nMm).

Nainan Kovoor, Penn State University, Computer
Science Dept., University Park, PA 16802

Panos M. Pardalos, University of Florida Dept.
of Industriai & Systems Engineering, Gainesville,
FL 32611

Toward Probabilistic Analyvsis of Interior-Point
Algorithms for Linear Programming, Part 2

This is the second part of our talk on
interior-point algorichms. Based on our firite
termination result in Part 1, we rigorous Jiow
that some random LP problems, with high pr.: .bil-
ity (probability converges to one as n app * iches
infinity), can be solved in OV logn) interior-
point iterations. These random LP problems
include Borgwardt's and recent Todd's probablisti
models with the standard Gauss distribution. OQur
result e#iso hoids for the average complexity
analysis.

Yinyu Ye

Department of Management Sciences
College of Business Administration
The University of Iowa

Iowa City, IA 52242

Numerical Comparisons of Local Convergence
Strategies for Interior-Point Methods in
Linear Programming

The value of d=signing interior point
methods for linear programming which
possess the attribute of superlinear
convergence is often questioned by some
members of the linear programming commun-
ity. 1In this study we present numerical
experimentation which demonstrates the
positive value of superlinear convergence,
and also implies that the positive contri-
bution is not merely a local phenomenon.

Amr El-Bakry

Richard Tapia

Department of Mathematical Sciences
Rice University, P.0O. Box 1892
Houston, Texas 77251

Yin Zhang

Department of Mathematics and Statistics
University of Maryland

Baltimore County Campus

Baltimore, Maryland 21228

L-INFINITY ALGORITHMS FOR
LINEAR PROGRAMMING

We discuss a new £-infinii algorithm fo. finding a feasible point for
a linear program. The algorithm requires the sa.ne amount of work
per 1teration as traditional methods that minimize the sum of infea-
sibilities, but has the advantage that the steepest-edge pivot selection
criterion may be used. We discuss the performance of the method when
applied to the problems in the Netlib test set.

Jerome G. Braunstein

University of California at San Diego, La Jolla, CA
Philip E. Gill

University of California at San Diego, La Jolla, CA

A New Approach for Puarallelising the Simplcx Method

It is well known that small changes to a code of the simplex method
can lead to significantly different pivot sequences and hence a differ-
ent number of pivols. We exploit this observati~n systematically by
following different pivot sequences on different pracessors of a parallel
MIMD computer. The progress of each processor is monitored by a
master processor and if a processor performns poorly compared with
others it will be assigned to another more promising vertex from the
neighbourhood of the currently best processor. Different pivot strate-
gies including hybrid strategies are examined for its efficiency in this
me*hod.

Frank Plab

Edinburgh Parallel Computing Centre
University of Edinburgh

Edinburgh, Scotland, UK

Solving Stochastic Linear Programs on a
Hypercube Multicomg ater

Large-scale stochastic linear programs can “e
efficiently sclved by using a blendirg of
classical Benders decomposition and . relatively
new technique called importance sampling. The
talk demonstrates how such an approach can be
effectively implemented on a parallel (Hypercube)
multicomputer. Numevical results are presented.

George B. Dantzig

Department of Operations Research
Stanford University

Stanford, CA 94305-4022, USA
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James XK. Ho

Department of Information & Decision Sciences
University of Illinois at Chicago

m/c 294, P.O. Box 4348

Chicago, 1L 60680, USA

Gerd Infanger

Department of Operations Research
Stanford University

Stanfiord, CA 94305-4022, USA

The U.S. Coast Guard Interactive
Resource Allocation Problem

Models are needed to experiment with
different force-mixes to discover an
optimal allocation ¢f resources under
given budgetary constraints.

Current methods used to solve these
problems posit a single overall objective
function which implies a single decision
making entity. However, a crucial aspect
of thi: problem is that multiple decision
makers nfluence these allocations.

Consequently, we are forced to consider a
series of models that lead to a system of
nonlinear equations. These equations are
solved using a Path Following approach
thereby obtaining equilibria. This
interdependent system model is more
a~curate and reflects the reality of the
janization.

J. Walter Smith

U.S. Coast Guard R&D Center
Applied Science Division
Avery Point

Groton, CT 06340

Optimization Problems Arising in Multidimensional Scaling

Developed primarily by psy :hometricians, multidimensional scaling (MDS)
is a collection of multivariate statistical techniques used for ordination
and dimension reduction. Unlike most statistical techniques, no un-
derlying stochastic model is assumed: MDS is defined by specifying a
purely deterministic optimization problem. This presentation consid-
ers a variety of formulations of the most common approaches to MDS,
most of which are highly nontrivial. The crucial obstacle to formulating
MDS as a convex program is & constraint that a positive semidefinite
matrix have rank j=p. Methods for managing such constraints are the
subject of the presentation by Tsrazaga, Trosset, and Tapia.

Michael W. Trosset and
Consultant
P.O. Box 40993 Richard A. Tapia

Tucson, AZ 85717-0993 Dept. of Mathematical Sciences
Pablo Tarazaga Rice University

Department of Mathematics P. 0. Bor 1892

University of Puerto Rico Houston, T®¥ 77251-1892

Mayaguez, Puerto Rico

The Classical Newton Method for Solving
Strictly Convex Quadratic Programs and
Data Smoothing Problems

k-Convex Approximation and Data Smoothing Techniques
In this talk, we present new algorithms for solving the so-called least
distance problem

nin{%i{z;—b;)’:ls AzSu}, (1
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where A is an m x n matrix, b € R®, and I,z € R™. Of course, (1)
is an old problem with important applications in many areas. We are
particularly interested in the case where A is the k-th divided diference
matrix Jlefined as

| 2]
(."J)j = Z Kf) (—!)i3j+,', j=l.,n—k

i=0

In this case, (1) is called the k-convex approximation probelm, if [ =
0,u = 4o0. In general, the constraints control the maguitude of the
k-th divided difference of the fitting vectors and we use (1) as a dnta
smoothing model. The new idea is to reformulate (1) as an uncon-
strained minimization problem with a strictly convex quadratic spline
function as the objective function. A Newton mr~thod is applied to solve
the unconstrained problem. Due to the ill-conditioning nature of the
k-th divided difference matrices, the data smoothing problem and &-
convex approximation prchlem are computationally difficult problems
for lerge n. However, our preliminary numerical tests indicate that the
proposed Newton method always finds a fairly accurate solution when
n¥ < 10°. This provides a quite efficient way of finding a smooth fitting
of noisy data. We shall also discuss some mathernatical and statistical
problems related to the new data smoothing technique. Especially, we
shall present unconstrained reformulations of general convex quadratic
programming problems.

W. Li and J. Swetits

Department of Mathematics and Statistics
Old Dominion University

Norfolk, VA 23529

Objective fanction conditioning
with smoothness constraints

Seismic imaging of the earth's subsurface requires the
alignment of multiple waveforms. A large scale nonlinear
optimization problem arises when the time perturbations for
cach of the thousands of source and receive: points are
estimated. The multimodal objective function causes sclution
algorithms, such as conjugate direction metheds, to become
trapped at local optimum. Many workers have applied

comt ‘ratorial optimization techniques to this problem, but
thest: do not tend to scale well with problem size. I have tried
to improve the behavior of the objective function by applying
physically motivated constraints, such as spatial

smoothness. The smoothed objective function allows
computationally efficient projection algorithms to find the
optimal sclution reliably. Since a large fraction of the time
shift measurements are erroneous, robust (1y) estimation
methods are used.

Stephen F. Elston

t of Geological and
Geophysical Sciences
Princeton Yniversity
Princeton, NJ 08544

A New Modified Newton Algorithm for Nonlinear
Minimization Subject to Bounds

Wae describe a naw efficisnt method for large-scale
nonfinear minimization subject to bounds. The method is
very efficient in practica. We present numerical results
to support this claim. We also discuss global convergence
results and second-order convergence.

Thomas F. Coleman, Computer Scienc Department, Comell
University, Upson Hall, ithaca, New 1. %, 14853

Yuying U, Computer Science Departmen:, ~~mell
University, Upson Hall, ithaca, Mew York, 14353
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An Algorithm for Large Scale Optimization Problems with
Box Constraints

We consider large scale box constrained nonlinear program-
ming problems. This kind of problems often arise in applica-
tions, for example in discrete (and discretized) optimal control
and in the numerical solution of partial differrential equations.
This has motivated a considerdble research effort aimed at de-
veloping efficient and reliable solution algorithms, particularly
in the quadratic case. Among the most successful proposal
we can mention active set methods, projection technique and
trust region type algorithms. However, the solution of large
and difficult problems is still a challenging task.

In this work we define a new method based on the uncon-
strained minimization of 2 smooth potential function that fully
exploits the simple structure of the constraints and is compu-
tationally attractive. Employing this potential function it is
possible to define a truncated Newton-type algorithm which
is globally and superlinearly convergent. We report extensive
numerical results showing that the algorithms considered are
efficient and robust, and compare favourably with existing al-
gorithmas.

Francisco Facchinei, Laura Palagi
Dipartimento di Informatica e Sistemistica, Universitd di
Roma “La Sapienza”, via Eudossiana 18, 00184 Roma, Italy

Stefano Lucidi
Istituto di Analis® dei Sistemi ed Informatica del CNk, Viale
Manzoni 30, 00185 Roma, Italy

A Trust Region Algorithm for Nonlinear Programming

In this talk we describe a new goriths « for bound constrained min-
imization. Our approach adapts the tru.t region to the shape of the
feasible region. We also present extensions of this approach to the
general nonlinear programming problem. Numerical results will be
presented.

Pang-Chieh Chou

John E. Dennis, Jr.

Karen A. Williamson

Dept. of Mathematical Sciences

Rice University

P O. Box 1892

Houston, TX 77251-1892

Potential Transforms Applied to Geometry Optimization
in Macromolecular Chemistry

Macromolecular structure optimization is generally approached by
use of empirical force fields coupled with interparticle constraints
derived from X-ray Crystallography andfor Nuclear Magnetic
Resonance(NMR). As it is known on statistical grounds that the
native structure of 2 nacromolecule has a low potential energy, we
formulate structure ¢ .ermination as a problem of constrained glo-
bal optimization. The search for acceptably low minima in this
setting made difficult by the large number of independent vari-
ables (typically in the thousands) and by the astronomicaily large
number of local minima on the potential energy surface.

We give a bricf overview of the biological problem of interest, and
of some of the methods previously employed by chemists in its
solution. This is followed by discussion of a class of potential
transform methods which we believe can be wseful tools for global
optimizati »n in macromolecular chemistry.

Robert A. Donnelly
Department of Chemistry
Auburn University
Aubum, Alabama 36849

Large-Scale Optimization ir Computational Chemistry Probiems

In the semi-cmpirical approach of molccular mechanics, a target poten-
tial encrgy function is formuiated for a molecular system and parameter-
ized to reproduce known structural and thermodynamic properties for
small molecules. The input consists of a known chemical composition
(i.c., primary scquence), and the output is the three-dimensional struc-
ture. The parameterized function is then used to study the structure of
large biomolecules, such as proteins and nucleic acids, composed of the
same chemical subgroups. Minimization is performed to locate energy
minima that correspond to biologically relevant configurations. Since
potential cnergy functions are typically complex, involving many local
minima, maxima, and transition points, efficient search techniques and
minimization schemes must be combined. The natural separability of
these functions - into local and non-local interactions, for example - can
be exploited in minimization, In this talk, we will descrilx . aptation of
& truncated Newton method for large scparable probl ©s  computa-
tional chemistry and its application to DNA structure. Prov :m structure
is incorporated by using a preconditioned Conjugate Gradient method to
solve approximately for the Newton search directio  where the precon-
ditioner is assembled from the lower-complexity terms. Since this
preconditioner may not necessarily be positive definite, it is factored by a
sparse modified Cholesky factorization.
Tamar Schlick
Courant Institute of Mathematical Sciences

and Chemistry Department
New York University
251 Mercer Street
New York, New York 10012

A Global Optimization Approach for Microcluster Systems

A global optimization approach is proposed for finding the global
minimum evergy configuration of Lennard--Jones microclusters of
atoms or molecules. First, the original nonconvex total potential
energy  function, composed by rational polynomials, is
transformed to a quadratic one through a convexification pro-
cedure performed for each pair potential that constitute the total
potential energy function. Then, a decomposition strategy based
on the GOP algorithm is designed to provide tight bounds on the
global minimum through the solutions of a sequence of relaxed
dual subproblems. A number of theoretical results are also
presented that expedite the computational effort by exploiting the
special mathematical and physical structure ef the problem.
Finally, this approach is illustra 1 with a number of example
problems.

C. D. Maranas

C. A. Floudas

Department of Chemical Engineering
Princeton University

Princeton, New Jersey 08544-5263

Global Optimization Methods for
Molecular Configuration Problems

Molecular configuration problems consist of finding the structure
of a given molecule that minimizes its potential energy. These
problems typically have large numbers of parameters, and very
many local minimizers with function values near the global
minimum and small regions of attraction. Thus they are very
challenging global optimization problems. We discuss the appli-
cation of stochastic global optimization methods to these prob-
lems. Our methods incorporate new techniques for solving large
scale problems that are applicable to any partially separable
objective function. The methods have successfully solved test
problems with over 100 parameters, and have found a new glo-
bal minimizer for at least one well-studied problem.
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Richard H. Byrd

Elizabeth Eskow

Robert B. Schnabel

Department of Computer Science
Campus Box 430

University of Colorado

Boulder, Colorado 80309

An implementation of a strongly polynomial time algorithm
for basis recovery

Megiddo has shown that given primal and dual optimal solutions to a
linear program, there exists a strongly polynomial time algorithm to
idertify an optimal basis. This algorithm consists of a primal simplex-
like phase and a dual simplex-like phase and requires a maximum of n
pivot steps. A number of issues ~.e discussed about an implementation
of this algorithm. Computational experience with the algorithm is
presented that suggests that the algorithm is feasible in practice and
suggests some natural extensions of the algorithm to handle numerical
issues. In addition, a number of issues related to converting a near-
optimal interior point solution of a linear program to a near-optimal
vertex solution of a linear program are discussed.

Irvin J Lustig
Princeton University, Princeton, NJ USA

Finite Termination in Interior Point Methods

We will present our theoretical and compu-
tational results for finite termination in linear
programming. We describe an indicator function
for partitioning the variables. We also show
when to partition the variable., We demonstrate
the practicality of our approach on problems in
the netlib set.

Sanjay Mehrotra
Dept. of IE/MS
Northwestern University
Evanston, IL 60208-3119

Recovering an Optimal LP Basis from an Interior
Point Solution

An important issue in the implementation of
interior point algorithms for linear programming
is the recovery of an optimal basic solution
from an optimal interior point solution. In
this paper we describe a method for recovering
such a solution. Our implementation links a
high-performance interior point code (0B1) with
a high-performance simplex code (CPLEX).

Results of our computat.onal tests indicate thar
basis recovery can be done quickly and efficient-
1y.

Robert E. Bixby

Department of Mathematical Sciences
Rice University

Houston, Texas 77251

Matthew J. Saltzman

Department of Mathematical Sciences
Clemson University

Clemson, SC 29634

On Obtaining highly accurate or basic solutions using
intericr-point methods for livear programming

Obtaining a basic solution or a highly accurate
approximation to a solution of a linear program using an
interior-point method is of practical importance and several
methods for accompli ing this objective have Leen proposed.
In this talk we discass the advantages and disadvantages of
some of these methods and propose several improvements.

WEDNESDAY PM

Amr S. El-Bakry,

Robert E. Bixby,

Richard A. Tapia

Department of Mathematical Sciences
Rice University, P.O. Box 1892
Houston, Texas 77251.

Yin Zhang

Department of Mathematics and Statistics
University of Marvland

Baltimore County Campus

Baltimore, Maryland 21228.

Approximation Algorithms for Indefiuite Quadratic program-
ming

We consider approximation schemes for indefinite quadratic program-
ming. We propose a definition of approximation of the global min-
imum suitable for nonlinear optimization. We then show that such
an approximation may be found in polynomial time for fixed e and k,
where e measures the closeness to a global minimum and k the rank
of the quadratic term. We next look at thic special case of knapsack
problems, showing that a more cfficient approximation algorithm ex-
ists. The feature of knapsack problems exploited here may also apply
to control-theory problerns.

Stephen A. Vavasis,
Cornell University

On Matroidal Knapsack Froblems and Lagrangean Relax-
ation

Camerini et al. have introduced a class of optimization problems that
involve finding an optimum base 1n a matroid subject to a set of knap-
sack constraints. While these problems are NP-hard, an optimum solu-
tion to the Lagrangean dual yvields good upper bounds. A simplex-like
algorithin to solve the dual performs well in practice, but is not guaran-
teed Lo run in polynomial time. We use the parametric search method
of Meag: idu to obtain a polynomial-time algorihm for the Lagrangean
dual. Our algorithm builds and improves upon results of Aneja and
Kabadi, exploitang tle special characteristics of matroidal knapsacks.

Richa Agarwaia, David Fernandez-Baca, and Anand Medepalli
Department of Computer Saence,

lowa State University,

Anes, lowa, 50011

Parallel Dyramic Programming Algorithms for the
0-1 Knapsack Problcm

This talk Jescribes the implementation of two
algerithms for the 0-1 knapsack problem based on
dynamic programming. A standard dynamic
programming algorithm was implemented on a
Connection Machine (M-2 with 16K procecssors, and
problems with hundreds of thousands of variables
were solved in just over 1 minutc.

Secondly, a modified dynamic programming algorithm
that considers only non-dominated states was
implemented on z 20-processor Sequent 581.

Renato DelLeone and Mary A. Tork Roth
Center for Parallel Optimization
Computer Sciences Department
University of Wisconsin, Madison
1210 West Dzyton Street

Madison, WI 53705

Totally Unimodular Leontief Directed Hypergraph:

A Leontief directed hypergraph, LDH, is a
generalization of a dirscted graph, where arcs
have multiple (or no) talls aad at most one head.
We define a class of Leontief directed hvpergraphs
via a forbidden structure c# <. odd pszudocycle,

- —

R e i

B ————

P

St et ol b e

i

-(:.-- "y i o3 21D




0t A 1\ MY 11 1

¥

WEDNESDAY PM

and we show that the vertex-~hyperarc incidence
matrices of the hypergraphs in this class are
totally unimodular. Indeed, we also show that this
is the largest class with that property.
Consequently, the minimum cost flow problems
defined on this class of LDH's yield integral
optimal solutions provided the demand vectors

are integral. We present examples of LDH's whose
underlying matric matroids are graphic; cographic;
and neither graphic nor cographic.

Dr. Peh H. Ng

Division of Mathematics,
University of Minnesota at Morris,
Morris, MN 56267

Dr. Collette R. Coullard

Department of Industrial Engineering and
Management Science,

Northwestern University,

Evanston, IL 60208

A Fast Primal-Dual Algonthm for Generalized

Network Linear Programs

The primal simplex method ha: enjoyed a pronounced
corrputational advantage over primal-dual and
oui-of-kilter methods for solving large-scale

generalized network LP’s. In this presentation the

< seaker discusses a new primal-dual algerithm based

on Rockafellar’s monotropic programming theory. The
key characterization of this algorithm is the use of

efficient dicctions to monoionically decrease tne number
of infzasitle constraints while optimizing a dual progtam.
Numernical results indicate the algotithm rivals the speed of

the sumplex wicthod on randomly generated benchmark problems.

Norman D Curet

Anderson Graduate School of Mznagement
UCLA

Los Angeles, CA 90024-1481

NETWORK ASSTSTANT to Const £.T i Analy
Netwoxk Algorithms

NETWORK ASSISTANT is a system of portable C
program modules to support the construct of
efficient graph and network algorithms with
capabilities to generate structured random
networks and analyze test results. The system is
designed for large-scale problems and includes
high level constructs and various data
structures for graphs, networks., trees, stacks,
queues and heaps. It includes varicus algorithms
for graph coloring, minimum spanning trees,
shortest paths, maximum flows and minimum cost
network flow that demonstrate the use of the
system and the efficiency of the resulting
programs. These algorithms have been tested on
thousands of random networks.

Gordon H. Bradley

Operations Research Department

Naval Postgraduate School

Monterey, CA 93943, u3aA

A0

Homero F. Oliveira

Centro Tecnico, Aerospacial
S. Jose dos Campos

§.P. CEP 12225, Brazil

Advanced implementation of the dantzig-wolfe decomposition
applied to transmission networks

The routing problem in a transmission network at medium term plan-
ning of telecommunication network is studied with an optimization
model with non linear and non differentiable objective function and
multicommodity-reliability conditions.

The mathematical model is transformed in a large-scale linear with
reliabiiity, equilibrium and capacity linear conditions but with implicit
network structure. The model may be solved using Dantzig-Wolfe de-
composition considering the reliability and the equilibrium linear con-
ditions in the subproblem and the capacity conditions in the master
problem,

An advanced implementation of the above decomposition has been nec-
essary to can solve real problems in personal computers. Real test net-
works has been used to test the decomposition. Thus is possible obtain
interesting conclusions and study the advantages of exact methods in
front to classical heuristic ones.

Fédtima G. Aylién
Telefénica Investigacion y Desarrollo,
Emilio Vargas, 6, 28043 Madrid, Spain.

Jorge Galén, Angel Marin and Angel Menéndez
Departamento de Matematica Aplicada, E.T.S.
Ingenieros Aeoronduticos, Madrid 28040, Spain.

Algorithms for Solving the Large Cuadratic
Network Problems

In this article, an active set algorithm based on
the Lagrangian dual formulation is proposed for the
minimization of quadratic network flows problems.
The dual problem is an unconstained maximization
problem with differentiable costs. Therefore, a
conjugate gradient algorithm can be applied,
However, when the problem size is large, an active
set strategy is necessary to solve the problem
efficiently. We show that the new algorithm is
finite when the line search is exact and the dual
function has a bounded level set. An ext...ive
computational study is presented to evaluate the
performance of this approach.

Chi-Hang Wu and Jose A, Ventura
Department of Industrial and Management
Systems Engineering

The Pennsylvania State University

207 Hammond Building

University Park, PA 16802

Minmax Problems Arising in
Optimal m-stage Runge-Kutta Differencing Scheme for
Steady-state Solutions of Hyperbolic Systems

In order to construct the optimal m-stage Runge-Kutta differencing
scheme for solving steady-state solutions of hyperbolic systems, it is
necessary to solve the minimax problem of the form

min maz  |f{,%)]
zeR™, 250 z2¢S

where S is a compact region in C, and f is a mth degree polynomial
of z and is cortinuously differentiable in z. In this talk, we will first
show that for each m, this minmax problem is equivalent to & convex
programming problem and therefore it has a unique solution Then
we will present a numerical scheme which sotves this r.amax problem
when 5 contains finite many complex numbers and approximatés an
optimal solution of this minmax problem when 5 is a compact region:
{z;a < |2] < b}. Some testing results will aiso be discussed.
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Mei-Qin Chen Andrée Decarreau
: The Citadel, Charleston, SC Département de Mathématiques Université de Poitiers.
! Chichia Chiu 40 avenue du Recteur Pineau, 86022 Poitiers (France).
Michigan State University, Eastlansing, M1
Danielle Hilhorst
. . Laboratoire d’Analyse Numérique. CNRS & Université de Paris-Sud,
A Method for Generalized Minimax Problems 91405 Orsay (France).
) We consider the following generalization of the finite min- Claude Lemaréchal
imax problem: INRIA, BP 105, 78153 Le Chesnay (France).
min f(y1(z),. .., ym(2)), z€R", Jorge Navaza '
z Centre pharmaceutique. Université de Paris-Sud,
92290 Chatenay-Malabry (France).
where
y:(z) = maxi;(z),
ek An Optimization Problem on Subsets of the Symmetric Pos-
1, is a finile index set and ¢i; is a smooth function. itive Semidefinite Matrices.
Problems of this form can be solved by employing meth- . . . i .
ods of nondifferentiable optimization, bntysupezlilfeafly con- The optimiza.tion problems wu.a'hd with multidimensional scalm.g
. . (MSD), described in the presentation by Trosset, Tarazaga and Tapia
vergent algorithms are not availabte. b . . . iy o
; A ave the added difficulty of dealing with rank restrictions.
Under suitable assumptions, we show that the problem
is equivalent to the unconstrained optimization of a smooth Here we consider the problem of minimizing a strictly convex function
function. Thus Newton-type methods can be employed. over the set of symmetric positive semidefinite matrices with rank less
P — e s than or equal to k. This problem is not convex when k is less than the
Gianni Di Plllo,'Lulgl GrlpPO ) L order of the matrix. We discuss a transformation of the problem and
Dipartimento di Informatica e Sistemistica, Universitd di some characteristics of this setting.
Roma “La Sapienza”, via Eudossiana 18, 00184 Roma, Italy
. . Pable Tarazaga ] . ,
Stefano Lucidi Department of Mathematic i
i Istituto di Analisi dei Sistemi ed Informatica del CNR. Viale University of Puerto Rico ’ !
Manzoni 30, 00185 Roma, Italy Mayaguez, Puerto Rico 00709-5000. i
Michael Trosset |
Convergence Conditions for the Regularization Consultant '
Methods that Solve the Min-Max Problem P.0. Box 40993 .
Tueson, AZ 85717-0993
To solve the finite min-max problem, the authors . i
have presented in earlier papers, first and second Richard Tapia . .
order regularization methods, that solve the non- Df’pa'f“_‘e"‘ of Mathematical Science
differentiable problem, using a sequence of first Rice University
order differentiable approximations. A dual vector Houaton, TX 77251-1892.
parameter is used to generate these approximations. '
Conditions for several updating formulae for this Minimization of Nonlimear Functionals over
parameter are given, to achieve global convergence Finite Sets of Matrices
’ to a Kuhn-Tucker point. Also second c')rc'ler condi- The main purpose of this work is to minimize the 4
tions ensure convergence to a local miaimum of the p - p
P . . - . number of arithmetic operations necessary to
original problem, and a second directional deriva- PO . . .
: . . . minimize a nonlinear functional F defined on sets .
tive of the regularized function is then needed. of matrices. The basic problem is as follows: 1
The relation between the regularization function - P )
and augmented Lagrangeans has also been presented PP t, _ t,-1.%
) before, but conditions for the penalty parameter m.n:.;mze £(6,67) = [trace(c6™) 7]
to achieve convergence will be given,
PR : where the real n by n matrix G is given by
%ﬁ;‘ma Gigola G = (ei+1,lei+1,2’ . 'eiﬂ,nn , where
Mexico {i = 0,1,2,...,n) subject to the set of con-
) Susana Gomez straints given by )
: Department of Numerical Analysis 2 2 2
: 1IMAS - Universidad Nacional de Mexico (€541,1%541,2%%541,3% " *®541,n = 1)» VhETE
i Apdo. Postal 20-726 Mexico (i =0,1,2,...,0)
; DF 10200 Mexico Applications of this type of problem will be
given. For the case of large matrices use is made
The Phase-Problem in Crystallography of parallel processing and supercomputers.
The problem is to compute the shape of a crystal, i.e. a function John Jones, Jr. L. .
p(x) on the unit-cube (the electron density). Only the moduli of the Department of Mathematics and Statistics ;
Fourier coefficients of p are known, via X-ray diffraction; a possible A;: Force Imnstitute of Technology :
: formulation is to maximizc an entropy function of p, subject to the Wright-Patterson AFB, Chio 45433 ,
1 H moduli-constraints. We present a hierarchical approach, giving birth and ) {
to a minimax problem: 'n the inner maximization, the phases are fixed The George Washington University ;
{and we actually minimize with respect to the Lagrange multipliers); Washington, D.C. %
i then, the unknown phases solve the outer maximization problem. ;
$
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Positive Definite Constrained Least Square
Estimation of Matrices

This paper presents a method for positive
definite constrained least square estimation
of matrices. The approach is to transform the
positive definite constrained least square
problem into an equivalent convex quadratic
program with infinitely many linear constraints
and solve the latter by generating and solving
a sequence of ordinary convex quadratic programs.
By specifying a parameter the method will find
a sub-optimal solution in a finite number of
iterations or an optimal solution in the limit.

H. Hu

Department of Mathematical Sciences
Northern I1linois University
DeKalb, IL 60115

An Interior-pPoint Method for Minimizing
the Largest Eigenvalue of a Linear
Combination of Symmetric Matrices

We consider the problem (P) of minimizng
the largest eigenvalue of the matrix

A{x) = A +x,A +ese+X A for x€R~ and

given sygmeérgc matrlcls A.. The problem
arises e.g. in the stability analysis

of dynamical systems. Classical methods
for solving (P) based on algorithms for
nondifferential optimization exhibit a
rather slow convergence behavivur. Recent-
ly, Overton proposed a locally quadrati-
cally convergent method for solving (PJ.
The method presented here is globally
linearly convergent, and numerical expe-
riments indicate that the method may be
efficient in practice. Ir our taik we

will cutline & primal interior-point algo-
rithm for solving (P) and present some
thecretical and numerical results.

Florian Jarre

Institut fir ~ngewandte Mathematik
Universitit Wirzburg, Am Hubland
W-8700 Wirzburg, Germany

Genetic Algorithms in Combinatorial Optimization

Genetic algorithms (GAs} are search procedures
based on the mechanics of natural genetics and
selection. GAs iteratively use Darwinian survival
~of-the-fittest principle along with a structured
recombination operator on a population of
artificial chromosomes representing the problem
parameters. Because of GAs' simplicity, global
perspective, and implicit parallel information
processing, they have been successful in a wide
variety of problems including science, commerce,
and engineering.

However, despite their empirical success, GAs have
been criticized for their inherent linkage problem .
that causes GAs to converge to a false optima in a
class of prob.ems called deceptive problems. A
more flexible GA called a messy GA has been
devised and tested for this purpose. Messy GAs
vwork by first searching tight linkages in a
problem and then combining them together to form
the optima in a way that mimics nature's
processing of simple organisms to form more
complex life forms. Theoretical analyses
surported by empirical evidence have shown that

A42
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messy GAs solve a problem of bounded deception in
a time that grows only as a polynomial function
to the number of decision variables on a parallel
machine. These findings are interesting and
encourage GA's application to difficult
combinatorial optimization problems that remained
unsolved for the want of suitable solution
techniques.

Kalyanmoy Deb
University of Iilinois
Urbana, Illinois 61801

Parallelization of Probabilistic Sequential
Search Algorithms

We compare some strategies for the parallelization
of probabilistic sequential search algorithms. We
are concerned with those probabilistic sequential
search algorithms which generate a sequence of
candidate solutions where each solution is gener-
ated from the previous one by the application of
a probabilistic local improvement operator. Two
good examples of such algorithms are Lin's 2-opt
strategy for the Travelling Salesman Problem and
Simulated Annealing. We explore the concept of
searching by a pool of candidate solutions.

In this work we compare some strategies of
parallelization of Lin and Kernighan's 2-opt
operator for the Traveling Salesman Problem. In
particular, we study tradeoffs between processors
working independently and processors communiceting
at regular intervals. We show that a good
strategy of parallelization is one that involves
communication at fairly regular intervals. We
also explore the selection strategy, of Holland's
Genetic Algorithms as a strategy for information
exchange.

Prasanna Jog
DePaul University
Chicago, IL 6061«

A Genetic Algorithm For The Set Partitioning
Problem

The Set Partitioning Problem is a difficult comb-
inatorial optimization problem with many applica-
tions, a particularly importait one being airline
crew scheduling. Because it 1. a highly
constrained problem, Set Partitioning is difficult
for Genetic Algorithms. In this talk we discuss a
method for computing approximate solutions to Set
Partitioning Problems based on a Genetic Algorithm
augmented with a local search heuristic. We use
several specialized data structures that are
advantageous for solving Set Partitioning Problems.
Computational results are presented for several
test problems.

David Levine

Argonne National Laboratory

Mathematics and Computer Science Division
9700 Cass Avenue South

Argonne, IL 60439

A Hybrid Genetic Approach to Energy Minimization
in Layered Superconductors

This presentation describes a hybrid genetic
approach to the solution of energy minimization
problems that ariss in the study of layered super-
conductors. The underlying problem is to under-
stand the behavior of flux vortices in such
materials in the presence of external magnetic
fields.
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Multiple instances of a deterministic optimization
procedure run in parallel from different starting
points in order to find local minima. A genetic
algorithm selects successive generations of
starting points based on the fitness of solutions
found by these.lucal methods.

David Malon

Argonne National Laboratory
9700 Cass Avenue South
Argonne, IL 60439

On Minimizing the Largest Generalized Eigenvalue of
an Affine Family of Hermitian Matrix Pairs

We consider the quasi-convex optimization problem:

AR (D SR 00 S0 BC
where A;’s and B;’s are Hermitian matrices, A denotes the
largest generalized eigenvalue, and, for any feasible z, the matrix
B + E z;B; is assumed to be positive definite. We show that

the solutxon of (1) can be obtained by estimating the solutions
of a sequence of convex optimization subproblems, which will
be solved by a proposed cutting plane based algorithm. Special
considerations are given to utilize information between the sub-
problems. it is also shown that, with a technique of removing
nonactive constraints in the LP problems involved in the cut-
ting plane algorithm, the LP problems can be often solved very
efficiently.

Michael K.H. Fan Batool Nekooie
School of Electtical Engineering
Georgia Institute of Technology, Atlanta, GA 30332

On the Variational Analysis of All the Eigenvalues
of a Symmetric Matrix

Let A(.) be a real symmetric matrix-valued func-
tion of x < XCRP and) (x) 2A5(x) 2 ... >} (x) be

its eigenvalues arranged in the decreasing order.
The main purpose of this paper is to study two
closed related problems, namely, the sensitivity
analysis of any eigenvalue, say Am(x), for

1 ¢m< n, and the sensitivity analysis of f (x),

the sum of the m greatest eigenvalues, under some
mild assumption such as A{.) is strictly differen-
tiable. Based on the Ky Fan's variational principle
and some chain rule of culculus, we derive a for-
mula for the generalized gradient of fq and a com-

putationally useful formula for the directional
derivative of f Using this latter formula and

the relation A - f 1> " then obtain the
directional denvatwe of '\m'

Jean-Baptiste Hiriart-Urruty and Dongyi Ye
Université Paul Sabatier

Laboratoire d'Analyse Numérique

Toulouse, FRANCE
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Optimality Conditions and Duality Theory for Minimizing
Sums of the Largest Eigenvalues of Symmetric Matrices

‘This paper gives max characterizations, in terms of the Frobenius inner
product, of the sum of the lergest eigenvalues of a symmetric matrix.
These max characterizations show that if the matrix is a smooth fune-
tion of a vector of parameters then the sum of the largest eigenvalues
1s a regular locally Lipschitz function of these parameters. The ele-
ments which achieve the maximum provide a concise characterization
of the generalized gradient in terms of a dual matrix. The dual matrix
provides the information required to either verify first-order optimality
conditions at a point or to generate a descent direction for the eigen-
value sum from that point, splitting a multiple eigenvalue if necessary.
A model minimization algorithm is outlined, and connections with the
classical literature on sums of eigenvalues are explained. Sums of the
largest eigenvalues in absolute value are also addressed.

M. L. Overton
Courant Institute of Mathematical Sciences
New York University

R. S. Womersley
School of Mathematics
University of New South Walex

Variational Properties of the Spectral Abscissa and Spectral
Radius Maps

Variational properties for the spectral radius and spectral abscissa of
an analytic matrix valued mapping A : ¢* — C**" are considered.
A notion of directional differentiability is introduced that allows us to
exploit the perturbation results of Newton, Puiseux, Kato, and Arnold.
Lower bounds for the directional derivative are established which yield
formulas for the directional derivative when a natural nondegeneracy
condition is satisfied. These formulas are interpreted in the extreme
cases where the eigenvalues attaining either the spectral radius or the
spectral abscissa are nonderogatory or semisimple (nondefective). We
conclude by investigating the relationship with the proximal normal
subdifferential.

James V. Burke
Math. Dept., GN-50
University of Washington Seattle, WA 98195

Michael L. Overton

Computer Science Department

Courant Institute of Mathematical Sciences
New York University

251 Mercer St.

New York, NY 10012

A Mathematical Programming Approach for Optimal
Control of Distributed Parameter Systems

A class of optimal control problem for a damped
distributed parameter system is considered. The
proposed approaches approximate each coatsol force
of the system hy a Fourier-type series. In
contrast to standard linear optimal control
approaches, this method is an optimal approach ia
which the necessary condition of optimality is
derived as a system of linear algebraic equations.
The proposed approach is easy to apply to a large
class of control problems. A vibrating beam
excited by an initial disturbance is studied
numerically in which the effectivencss of the
control and the amount of force spent in the
process are investigated in relation to the
reduction to the dynamic response.

M. Nouri-Moghadam
Department of Mathematics

Penn State University

Lehman, PA 18627

I. S. Sadek

Department of Mathematical Science
University of North Carolina at Wilmington
Wilmington, NC 28403
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Opcimal Control of Distributed Parameter Systems:
Exact and Approximate Methods

A maximum principle is employed to solve analyti-
cally a linear-quadratic optimal control problem
of a certain class of elastic vibrating structures.
The main characteristic of these techniques is
reducing this problem to that of solving systems
of algebraic equations, thus greatiy simplifying
the problem and making it computationally plau-
sible. An illustrative example of an optimal
control is given, and the computational results

are compared with those of exact solution.

Ibrghim Sadek

Department of Mathematical Sciences
University of North Carolina at Wilmington
Wilmington, NC 28403

Optimal Control of Thin Plates by Point Actuators
and Sensors

The optimal control of a class of self-rdjoint
distributed parameter systems (e.g., vibrating
thin plates) using a combined open-closed loop
control mechanism is considered. In parcicular,
the proposed method involves the application of a
finite number of actuators and sensors tc actively
dampen the undesirable transient vibrations of
rectangular plate.

This method gives an explicit optimal open~loop
control as a function of the prescribed closed-
loop control. The effectiveness of the propesed
control is illustrated by a numerfcal example on
a slmply-supported plate subject to specific
initial conditions. Moreover, the sensitivity of
the methoé in ccn’unction with the locations of
the actuator ard .ensor is examined by numerical
sim " -iticas.

Mar.. ilinton

Depar.aent of Mathematics

University of North Carolina at Wilmington
Wilmingten, NC 28403-3297

Optimal Control of Non-Classically Damped
Distributed Structures

Optimal control of a large class of distributed
systems is investigated. The behavior of such
systems is governed by partial differential
equations with an appropriate boundary condition
where the damping is non-proportional.

In controlling distributed systems with non-
proportional damping, it is customary to express
the equation in its state-space form and proceed
with the available methods for lumped-parameter
systems. However, a new, computationally
efficient, iterative technique was intrcduced
and shown to converge to the exact solution,
requiring less operations than that needed fcr the
larger state—space ejuations. Applicability, as
w=ll as rcbustness of this iterative method will
be studied in detail. The proposed method will
e applied to several physical systems and
numerical resulte and simulations will be
presented subsequently.

Ram:.n §. Esfandiari

Department of Mechanical Engineering
California State University

Long Beech, CA 90840-500%

Simultaneous Design - Control Optimization of
Composite Structures

The optimal layer thickness and optimal feedback
control function are determined for a symmetric,
cross-ply laminate. The objectivies of the
optimization is to muximize the fundamental
frequency (design objective) and to minimize the
dynamic response to external disturbances (control
objective) subject to a constrzint on the expendi-
ture of control energy. The design/control
problem is formulated as a multiobjective optimi-
zation problem by employing a performance index
whicii combines the design and control objectives
in a weighted sum. Numerical results are given
for a laminate made of an advanced composite
material., Comparisons of controlled and uncon-
trolled laminates as well as optimally designed
and non-optimal laminates indicate the benefits

of treating the design and control problems in a
unified formulation.

Sarp Adali

Department of Mechanical Engineering
University of California at Santa Barbara
Santa Barbara, CA 93106

(On leave from the University of Natal Durban,
South Africa).

On the Complexity of Approximately Solving LP's
Using Minimal Computational Precision

Complexity theory has assumed problem instances
are encoded with exact data, and algorithmic
efficiency has been measured in terms of the
(bit) length of the encoding. This is appro-
priate for combinatorial problems, but less so
for numerical problems where the goal is to
approximate a solution. ' .r numerical problems
ir makes more sense to measure a problem
instance in terms of the stability of its
solution under data perturbations. (If the
solution is stable then crude data accuracy is
sufficient and hence the bit length of the
exact data is irrelevant.)

The speaker will discuss some highlights of
research on linear programming which attempts
to address these issues,

James Renegar

School of QOperations Research and Industrial
Engineering

Cornell University

Ithaca, NY 14853

Pre-Selection of the Phase I - Phase 1I Balance
in a Path-Following Algorithm for the "Warm
Start” Linear Programming Problem

In solving a linear program from an infeasible
“warm start," it is useful to pre-select the
tradeoff between infeasibility (Phase I) and non-
optimality (Phase II). This paper presents a
path-following algorithm that will follow a path
from a given infeasible "warm start" to an optimal
solution along a path with a pre-specified balance
of infeasibility and nonoptimality. The algorithm
obtains a fixed improvement in both objectives in
O(n) iterations using Newton's method, with no
assumptions regaxrding foreknowledge of prigal or
dual solutions.

Robert M. Freund

M.I.T., Sloan School of Mgmt.

50 Memorial Drive
Cambridge, Mass. 02139
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Global Convergence of a Primal-Dual Exterior Point
Algorithm for Linear Programming

We propose an algorithm for solving a primal-dual pair of linear pro-
gramining problems. The algorithm starts from any point at which
nonnegative vaiiables are positive. At each iteration of the algorithm,
we compute the Newton direction for a system defining a center. The
next iterate moves to the direction by different step sizes in primal
and dual spaces. We show that in a finite number of iterations, the
algorithm computes an approximate optimal solution or finds that the
primal-dual pair has no interiar feasible points in a wide region given
in advance.

Masakazu Kojima

Departments of Information Sciences and Systems Science
Tokyo Institute of Technology

Meguro-ku, Tokyo 152, Japan

Nimrod Megiddo

IBM Almaden Research Center

650 Harry Road, San Jose, California 95130-6099
and School of Mathematical Sciences

Tel Aviv University, Tel Aviv, Israel

Shingi Mizuno
The Institute of Statistical Mathematics
4-6-7 Minami-Azabu, Minato-ku, Tokye 106, Japan

Polynomial Complexity vs. Fast Local Convergence for Inte-
rior Point Methods

All interior methods for hinear programming are basicaliy iterative
methods of a nonlinear flavor. At each iteration the origin.. objec-
tive function, or the prumal-dual gap, or a ceriain potential function,
is decreased. The best complexity results show that the distance to
the optimal value become less than 2-% in at most G{+/nl) iterations.
This translates into linear convergence rate with global factor 1—¢/. /.
In practice mucn faster convergence is observed , especially when we
are close to the solution. We discuss the relationship 'n between global
convergence, lotal convergence, and finite termination criteria. New
efficient algorithms that bave optimal global and local properties are
presented.

Fionian Potra.
University of lowa, lowa City, 1A,

Implicit Functions and Lipschitz Stability in
Control and Optimization

The talk is concerned with Lipschitz properties of
maps, defined implicitly by generalized equations.
We discuss several known implicit functions and
metric reularity results and present a new implicit
function theorem for pseudo-Lipschitz maps. As
applications we examiue various stability problems
in control and optimization, focusing in particular
on the stability of the feasible sets and the
optimal solutions.

A.L. Dontchev

Mathematical Reviews

Ann Arbor, MI 48107

W.W. Hager

UNiversity of Florida
Department of Mathematics
Gainesville, FL 32611

Applications of structured secant approaches
in Hilbert space

Some problem classes of general importance like e.g. integral equa-
tions, parameter estimalion problems and control problems possess
special structure in their derivatives. To exploit these problem de-
pendent properiies we discuss applications of structured and totally
structured secant approaches in the framework of Hilberi space prob-
lems. We show how problem dependent structure can be used to con-
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struct approximations of the Jacobian and the Hessian, respectively.
We comment on the convergence theory for the given methods, discuss
implementational issues and we present numerical results obtained fo:
the discussed applications.

J. Huschens

Universitat Trier

FB IV - Mathematik
Postfach 3825

D-""2-5500 1:ier

Federal Republic of Germany

Optimization in Impulsive Stochastic Control:
Time Splitting Approach

Usually in stochastic control models the
successive impulsive actions are meant to be
separated by positive time intervals. However,
in reasonable models with random outcomes of
impulses, the precise optimum is attained only if
controls with several instantaneous repetitions
of impulses are also allowed. For a rigorous
treatment of optimal control in such models, we
introduce here a new notion referred to as
stochastic process with time splitting. In this
framework, optimality conditions in the fora of
quasivariational inequalities are shown to hold.
To illustrate, we present an example of a
continuous-time two-armed bandit problem (studied
in detail by D. Donchev).

Alexander A. Yushkevich

Department of Mathematics

University of North Carolina at Charlotte
Charlotte, NC 28223

H*-Optimization with Decentralized Controllers

Even though the H*-optimal control of linear sysiems with centralized
controllers has reached a level of maturity during the past decade, little
is known on extensions of this theory to decentralized systems, where
different controllers acting on the same system have access to different
output measurements. A major difficulty here is the establishment of
the existence of globally -ntimal solutions, as well as their characteri-
zation, as opposed to ths «¢ person-by-person optimal solutions.

In this paper, we obtain .uch a globally optimal solution for a discrete-
time linear-quadratic disti *bance rejection problem with a decentral-
ized control/measurement structure. The approach uses the framework
of zero-sum dynamic games, in which context we prove the existence
of and obtain a characterization for a decentralized saddle point for a
related soft-constrained game.

Garry Didinsky and Tamer Bagar
Decision and Control Laboratory
Coordinated Science Laboratory
University of llinois

1101 West Springficld Avenue
Urbana, IL 61801 / USA

A Comparison of Barrier Function Methods with Lagrangian
Method for Nonlinear Programming

The problem of minimizing nonlinear functions often arises in practice.
In the past few years there have ber significant developments in dif-
ferent approaches used to solve these types of problems. However, of
recent, since the introduction of K arnarkar’s Interior-Point method
for solving linear problems, a lot of interest has been renewed in using
similar approaches for solving large nonlinear programming problems.
In this work large scale nonlinear problems are solved using Barcier
and Pot ential functions, aud the results compared with results from
those obtained using Lagrangian methods. The classes of problems
considered arise from:- VLSI placement, electricity generation and oil
refinery production planning.
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Amarinder Singh

University of Waterloo, Waterloo,
On. N2L 3G1, Canada.
Kumaraswamy Ponnambalam
University of Waterloo, Watetloo,
On. N2L 3G, Canada.

Telephone: (519) 885 1211 ext 3825.
Fax = (510) 746 4791

Recent Improvements on FSQP

Feasible Sequential Quadratic Programming (FSQP) has been
studied for several years by the authors and their colleagues.
Recent progress has been made in enhancing the efficiency of the
method and applying it to the solution of engineering problems.
A Fortran package has been developad and extensively tested.

In this talk we first zeview the basic FSQP scheme: tilting and
bending of the search direction and possible use of a nonmonotone
line search; the latter permits to avoid the Maratos effect at the
sole expense of (possibly) a few additional function evaluations in
early iteration (initialization). We then observe that, under mild
assumptions, initialization is not necessary. Finally, we report
numerical experiments on standard test problems as well as on
control system design problems.

Jian L. Zhou and André L. Tits
Department of Electrical Engineering
and Systems Research Center
University of Maryland

College Park, MD 20742

Agp Affine-Scaling. Nonsmooth Newton Hybrid for Constrained

Optimization

We present a hybrid of affine-scaling aud local Newton's method for
nonsmooth equations, aimed at large-scale constrained optimization
problems. Problems of intercst include those of discrete time optimal
contrel with inequality constraints on stale and/or control variables.
Convergence properties, computation, and potential for parallelism will
be discussed.

D. Ralph

Department of Comguter Science, Upson Hall
Cornell University

Ithaca, NY 14853.

A Primal-Dual Interior Point Method for Large Scale Linear
and Nonlinear Programming

A globally convergent primal-dual interior point method for general
nonlinear optimization problem is considered. The method solves the
parameterized Karush-Kuhn-Tucker conditions for optimality by New-
ton or quasi-Newton iterations from an atbitrary initial point. The
parameter attached to the complementarity conditions is used as a bar-
rier parameter and tends to zero as the search proceeds. To obtain the
global convergence of the iteration the barri.;-penalty function with
re: ct to the primal variable is used. A code for large scale linear
programiming is implemented and it solves all the netlib problems with
total iterations which is almost same as that of OB1. A code for dense
nonlinear problems is also implemented and it solves all the available
{112) test problems of Shittkowski succe.sfully with tota iterations of
about 2100 and 2600 function evaluations.

Hiroshi Yamashita

1akahito Tanabe

Mathematica! Systems Institute, luc.

6F AM Bldg. 2-5-., Shinjuku Shinjuku-ku
Tokyo, Japan 160
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Algorithms for the Production and Vehicle
Routing Problems with Deadlines

Two new algorithms are presented for an

extension of the well known delivery vehicle
routing problem with time constraints. The
extension involves the presence of a production
process determining the rate of availability of
the product being delivered. The vehicle dispatch
order is therefore important and must be determined
in conjunction with the routes to be used. One of
the algorithms is a hybrid route construction and
improvement algorithm , while the other uges set
partitioning. Numerical experien~e with the
algorithms is discussed.

M.A. Forbes, J.N., Holt, P.J. Kilby and A.M. Watts
Centre for Industrial and Applied Mathematics and
Parallel Computing, Department of Matheuatics, The
University of Queensland, Queensland 4072, Australia
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An Algorithm for Solving the Lest Optimization
Problem in Precedence Diagram Network

In the first part of the performance, we extend
the cost optimization problem solved by Kelley
Walker and Fulkerson to the precedence diagramming
network.

We allow the next precedence relaticnship between
activities which are represented by nodes.

start-finish-=
finisk-finish-t

§5t: start-start-t SFt:
FSt: finish-start-t FFt:

We briefly discuss the main differences betwean CPM
and precedence diagram network, from the aspect of
cost optimization problenm.

Finally we show and explain the basic idea of the
algorithm which is based on a network flov
approach.

Miklos Hajdu

Technical Yniversity of Budapest
Department of BUilding Orgarization and
Management

Muegyetem rkp. 3. K. II. 17.

Budapest, 1111.

Hungary

Redistribution Transport Means the Traffic in the
Area of Subway is Shut

The task redistribution of the ground passengers
transport means for the transport of passengers in
the area of subway where the traffic is temporarily
shut are under consideration.

The ground transport of the passenger according to
the corresponding route from the another rou es,
which are situated near the part subway above-
mentioned. The redistribution of the ground
passenger transport means take place according to
criterion of minimisation additional loss time
pass-nger for the waiting transport service. The
stability of the received decision for the case of
alteration of the passenger correspondences are
under consideration.

Mishenko Aleksndr

Plekanov Acad. National Economy
Dep. Econ. Cybernetics
Stremyanii Pereyloc 28

113054 Moscow U.S.5.R.

Projective Interior Point Methods O{sqrt{n}L) Step-

Complexity

We develc a projective interior point method that
is path-following and, hence, has a step-complex-
ity of O(sqrt{n)L). We also show how to modify
Karmarkar's and several other projective interior
point methods so that their step-complexities are
also O(sqrt(njL), and relate these modified
methods to potential reduction methods.

vonald Goldfarb
Department of Industrial Engineering
and Operations research
Columbia University
New York, NY 10027

Dong Shaw
Rider College
Lawrenceville, NJ 08648

ADDENDUM

On the Convergence of Pattern Search Methods

We present a general convergence theory for a class
of direct search methods, which we call pattern
search methods. Direct search methods are methods
for solving unconstrained optimization problems
without computing, or even estimating derivatives.
We define patteran search methods to be direct
search methods for which the search strategy at
every iteration is predetermined by a particular
pattern, or template. Examples include the
miltidirecticnal search algorithm of

Dennis and Torczon, the factorial design algorithm
of Box, and the (original) pattera search method of
Hooke and Jeeves; each is distinguished by the
choice of pattern used to drive the search pro-
cedure.

The theory we will present is the most general of
the known convergence resu'ts for these methods.
The theory is also unusual in that pattern search
methods require only strict decrease in the value
of the objective function; no assumption of suffi-
cient decreasv is required to prove convergence.

Instead, an interesting appeal to discrete 1athe-
matics is used to complete the argument.

Virginia Torczon

Department of Mathematical Sciences
Rice Univercity

Houston, TX 77251-1892

A Trust Region Method for Nonsmooth Programming

The classical trust region algorithm for smooth ronlinear programs is
exterded 1o the nonsmooth case where the objective function is only
locally Lipschitzian. At each iteration, an objective function aat car-
ries both first and second order information is minimized over a trust
region. The term that carries the first order information is an iteration
function that may not explicitly depend on subgradients or directional
derivatives. We prcve that the algorithm is globally convergent. This
convergence result extends the results of Powell for minimiration of
smooth functions, the results of Yuan for minimization of composite
convex functions, and the recent model of Dennis, Li and Tapia for
minimization of regu.ar functions. In addition, compared with the re-
cent model of Pang, Han and Rangaraj for minimization of locally
Lipschitzian functions via line search, this algorithm has the same con-
vergence property without assuming positive  finiteness and uniform
boundedness of the second order term. Applications of the algorithin
to various nonsmooth optimization problems are discussed.

Liqun Qi

University of New South Wales, K=nsington, NSW, Australia

Jie Sun

Northwestern University, Evanston, IL, USA

Adaptive Filtering in Nonlinear Parameter
Estimation with Serially Correlatezd Dauta Structures

Underwater detectice and tracking is a complex,
nonlinear state estimation problem, Przvious work
has demonstrated an efficient and flexible approach
to the problem using compressed data sets. In this
approach time segments of measured data are repre~
sented by sufficient statistics, It has been shown
that tracking performance may be enhanced by
exploiting the bias/noise variance tradeoff and
adaptively selecting the rank of the statistic used
for segment representation. Correlated noise
structures, however, can cause severe modeling and
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estimation anomalies. This paper extends the
methcds developed for adaptive rank selection to
include the issue ¢f serial corrzlation in the
measurement noise structure. Monte Carlo simula-
tion results for a trajectory estimation problem
using noisy angle-of-arrival measurements are
presented.

Frank O'Brien

Marcus L. Graham

Kai F. Gong

U.S. Naval Underwater Systems Center
Code 2211, B 1171-1

Newport Laboratory

Newport, RI C€I841-5047

Quadratic Programming with Approximate Data; 111~
Posedness and Efficient Algorithms

We present algorithms for Quadratic Programming
problems specified with approximate data. This is
important when rounding errors prevent the use of
exact numbers or only estimates or the real data
are available. The algerithms are efficient from
the point of view of computation and dataz needed,
requiring an excessively precise approximation and
excessive computation only for nearlv 311ll-posed
instances. This work is a continuation of the
research we have done for 'inear Programming,
presented at ICIAMS1, and points towards the under-
standing of ill-posedness in optimization and the
formulation of a complexity theory of problem
solving with approximate data.

Jorge R. Vera
Department of Operations Research

Cornzl? University
Ithaca, NY 14853

Experiments with the Broyden Class of Quas.-Newton
Methods

In this talk we use a new rule to summarize numer-
jical results required to solve a set of standard
unconstrained optimization problems by new quasi-
Newton methods. The new methods switch among
several availsble methods and belong to a rew class
of methods proposed within the Broyden ciass on the
basis of estimatirg the size of the eigenvalues of
the Hessian approximation. The rule measures the
improvement percentage of the methods against the
BFGS method. The reczults show that the performance
of the new methods is better than that cf the BFGS
method and almost similar to that of the idealized
method of Byrd, Liu and Nocedal {1990) {which
raquires the calculation of the Hessian matrix at
each iteration).

M. Al-Baali

Department of Systems
University of Calabria
87036 Arcavacata (Cosenza)
Italy

A48

On the Performsance of a Trust Region Newton Method for
Large-Scale Problems

We arc concerned with the solution of large-scale optimization prob-
lems with spar~= Hessians. A trust region Newton method is used in
which the truet region subproblems are solved by the preconditioned
conjugate gradien* method. In particular, we use an improved sparse
incomplete Cholesky factorization as a preconditioner. Th~ new algo-
rithim is compared with several existing algorithms for unconstrsined
minimizatioz, Convex and nonconvex findefinite) problems from the
MINPACK-2 test problem collection are used for these comparisons.

Brett M. Averick
Army High Performance Computing Research Center
University of Minnesota, Minneapolis, MN 55415

Richard G. Carter
Army High Performance Computing Research Center
University of Minnesota, Minneapolis, MN 55415

Jorge J. Moré
Mathematics and Computer Science Division
Argonne National Laboratory Argonne, IL 60439

Iteration Functions in Nonsmooth Optimization and
Equations

Some globally conveigent model algorithms have been proposed for
solving nonsmooth optimization problems. These algorithms do not
explicitly depend on svbgradients, but are based upon sor  iteration
funeiions of two arguments. Iteration functions or pointcd-based ap-
proximations were also introduced in algorithms for solving ncnsmooth
equations to reach global or superlinear convergence. The existence of
iteration functions depend upon the original function in the nonsmooth
optimization or the nonsmooth equatior problem. In nonsmooth opti-
mization, Poliquin and Qi proved that a necessary condition for exis-
tence of iteration function . the sense of Pang-Han-Rangaraj or Qi-Sun
is that the original funcu  is pscudo-regular in the sense of Borwein,
and a sufficient conditionf.  xistence of iteration function in the sense
of Pang-Han-Rangaraj is tha. *he original function is subsmooth (lower
C") in the sense of Rockafell and Spingarn. It was also shown that
such an iteration fuuction is no unique in general and is a certain kir d
of “continuous” approximation .f {he upper Dini directional derivative
of the original function.

Liqun Qi

University of New South Wa' s, Kensington, NSW, Australia

Trust Region Methods for Large Constrained Optimization

We begin by considering bound-conrtrained problems and focus on two
crucial questions: (i) how can we use negative curvature mfog‘m&hfm,
in particular, second derivatives? (ii) how can we kecp the iteration
cost to minimum? We propose an approach well-suited for large prob-
lems.

We then consider the general nonlinearly constrained problem and dis-
cuss an adaptation of an algorithm proposed by Byrd and Omojukun,
designed to be efficient when the number of variables is very large.
Numerical tests will be described.

Marucha Lalee and lorge Nocedal
Northwestern University
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SIAM Journal on Optimization

Published Quarterly: February, May, August, November

Contains research and expository

articles on the theory and practice of

optimization, and papers that link
optimization theory with
computational practice and
applications. Among the areas
addressed are linear and quadratic
programming, large-scale
optimization including the solution
of large-scale nonlinear systems of
equations, stochastic optimization,
combinatorial optimization, mixed
integer programming, nonsmooth
optimization, convex analysis,
numerical optimization including
optimization algorithms for use on
parallel architectures, and
applications in engineering,
management, and the sciences.
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for Optimization

Jean Charles Gilbert and Jorge
Nocedal

Large-Scale Optimization of
Eigenvalues
Michael L. Overton

Cones of Matrices and Set-
Functions and 0-1 Optimization
L. Lovisz and A. Schrijver

Large Step Path-Following
Methods for Linear
Programming, Part I: Barrier
Function Method; Part lI:
Potential Reduction Method
Clovis C. Gonzaga

Variable Metric Method for
Minimization

William C. Davidon

A Potential Reduction Algorithm
Allowing Column Generation
Yinyu Ye

A Version of the Bundle Idea for
Minimizing a Nonsmooth
Function: Conceptual Idea,
Convergence Analysis,
Numerical Results

Helga Schramm and Jochem
Zowe

Direct Search Methods on
Parallel Mackines

J. E. Dennis, Jr. and Virginia
Torczon

A General-Purpose Parallel
Algorithm for Unconstrained
Optimization

Stephen G. Nash and Ariela
Sofer

Tensor Methods for
Unconstrained Optimization
Using Second Derivatives
Robert B. Schnabel and Ta-Tung
Chow

On the Solution of Large
Quadratic Programming
Problems with Bound
Constraints

Jorge J. Moré and Gerardo
Toraldo

Ccnvergence of Iterates of an
Inexact Matrix Splitting
Algorithm for the Symmetric
Monotone Linear
Complementarity Problem
O. L. Mangasarian

SIAM
Activity

. Group on
Optimization

The SIAM Activity Group on
Optimization fosters the
development of optimization
theory, methods, and software——
and in particular, the development
and analysis of efficient and
effective methods, as well as their
implementation in high-quality
software. Areas of interest
include unconstrained and
constrained optimization, the
solution of systems of nonlinear
equations, linear programming,
integer programraing, and optimal
control.

This activity group provides an
environment for interaction
among applied mathematicians,
compuier scientists, engineers,
scientists, and others interested in

.optimization. It organizes

conferences and sponsors
minisymposia at annual meetings.
A newsletter is sent periodically
to all members.

Participation in SIAM activity
groups is available to SIAM
members only and costs just $10
per year.

Sidam..

To join, please contaci:

SIAM Customer Service
3600 University City
Science Center
Philadelphia, PA
19104-2688

Telephone: 215-382-9800
Toll free in USA:
1-800-447-SIAM
Fax: 215-386-7999
E-mail: service@siam.org
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Name
(First Name, Initial, Last Name)

Mailing Address

City/State/Zip
Country / E-mail Address

Business Phone

Employer Name
Employer Address (City/State)

Telephone Listing in
Combined Membership List

Education
(Highest degree)

Primary Professional Interests
(Check no more than 3)

I P9 12| |

SIAM USEONLY
l

E
I

SOCIETY for INDUSTRIAL and APPLIED MATHEMATICS

Individual Membership Application

please print o type

1992

1 hereby authorize my telephone number and e-mail address to be listed in the Combined Membership List (CML) of AMS,MAA and SIAM.

Yes No Signature
Type of Employer Type of Work
Check One Check Two
Primary Secondary Salutation
e University Research Dr.
—  College, 4-year Adm/Mgmt. - —_— M
— College, 2-year Teaching ———— Ms.
—  Govemnment Consulting e Prof.
——  Industry/Corporation Other Other
———  Consulting
~eemee—  Nonprofit
———. Other Gender: Male Female
Institution Major / Degree / Year

QO Linear algebra and matrix theory.(01)

) Real and complex analysis including
approximation theory, integral
transforms (including Fourier series
and wavelets), integral equations,
asymptetic methods, and special
functions. (02)

Q Functional analysis and operator
equations, and integral and functionat
equations. (26)

2 Optimization theory and mathemati-
cal programming including discrete
and numerical optimization, and
linear and nonlinear programming.
(12)

Q Control and systems theory including
optimal control. (11)

0O Management sciences including
operations research. (27)

£ Communication theory including

3 Chemical kinetics, combustion
theory, thermodynamics, and heat
transfer. (21)

Q Astronomy, planetary sciences, and
optics. (29)

£ Materials science, polymer physics,
structure of matter. (31)

O Electromagnetic theory, semiconduc-
tors, and circuit analysis. (32)

Q Biological sciences including bio-

Q) Ordinary differential equations information theory and coding theory. physics, biomedical engineering and
including dynamical systems. (03) (13) biomathematics. (22)

Q) Partial differential equations O Applied geometry including computer- O Environmental sciences. (23)
including inverse problems. (04) aided design and related robotics. (14) O Economics. (24)

O Discrete mathematics and graph 0 Image processing including computer O Social sciences. (25)
theory, including combinatorics, graphics, computer vision, related 0 Computational mathematics
combinatorial optimization, and robotics, and tomography. (15) including scientific computing,
networks. (05) 0 Classical mechanics of solids parallel computing, and algorithm

O Numerical analysis (theory). (06) including elasticity, structures and development.(07)

0 Computer science including vibrations, constitutive models. (16) Q Simulation and modeling. (30)
computer architecture, computer O Fluid mechanics including wrbulence, 0 Applied mathematics education
hardware, computational complexity, - aeronautics, multiphase flow. (17) (K-12, undergraduate curriculum,
applied Iogxc, database symbolic 0O Atmospheric and oceanographic graduate study and modeling
computation. (08 - scienices. (20) courses). (28)

DApphedpmbabthtymcludmg O Quantum physics, statistical Other
stochastic processes, quencmg mechanics, and relanvaty (18) ,
theory, and signal processing. (09)- O Geophysical sciences mcludmg

03 Statistics including dota analysis and - reservoir modeling; scismic explora-
time senesma!ysw (10) - ‘tion, and petroleum engineering. (19)
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Society Memberships
{Check all that apply and
circle your primary other ong)

Membership

Fees and Subscriptions

*Student Status Certification

ACM AIAA AMS_____ APS____ ASA____ ASME
IEEE IMS___ MAA___ ORSA__ _ . TIMS Other,

Dues cover the period January 1, 1992 through December 31, 1992. Members will receive all issues of SIAM Review and SIAM News.
Members are entitled to purchase one each of no more than four SIAM journals, for their personal use only, at member discount prices.

Student members have the same benefits as regular members.
SIAM members may join any of the SIAM Activity Groups listed below at $10.00 per activity group.

Compute payment as follows:

Dues (Regular Members): $74.00

Dues (Student Members): $15.00*

Dues (Associate Members): $18.00**

Dues (Activity Groups): $10.00 per group checked below:
Discrete Mathematics

Control & Systems Theory Dynamical Systems

iinear Algebra Optimization Supercomputing _____ Geometric Design

Orthogonal Polynomials & Special Functions _____ Geosciences

*Students receive one AG membership free Additional AG memberships are $10 00 each.
**Associate members are spouses of regular members.

SIAM Joumnal on: Member Prices: Domestic / Feraipn

Applied Mathematics (bimonthly) $48.00/353.00

Computing (bimonthly) $48.00/$53.00
! Control and Optimization (bimonthly) $48.00/$53.00

Discrete Mathematics (quarterly) $40.00/$43.00
¢ Mathematical Analysis (bimonthly) $-18.00/$53.00
: Matrix Analysis and Applications (quarterly) $40.00/343.00 _
Numerical Analysis (bimonthly) $48.00/$53.00

Optimization (quarterly) $40.00/$43.00

Scientific and Statistical Computing (bimonthly) $48.00/$53.00

Theory of Probability and Its Applications (quarterly) $99.00/$102.00

TOTAL $

1 apply for membership in SIAM:
Signature

Spouse’s Name (If applying for Associate Membership)

CERTIFICATION (Student Members Only)

1hereby certify that the applicant is a full-time student or teaching/research assistant, or is a fellow who is actively engaged ina degree
program and may be considered to be a full-time student:

Name of College or University

Department Chair: Signature _ . Date —

Please enclose payment with this application and mail to:
SIAM, P.O.'Box 7260, Philadelphia; PA 19101-7260
* For further-information, please contact SIAM: Customer Services
' Telephone 215-382-9800 - Toll-free (U. S.-only): 800:447-SIAM
- Teléx: 446715/ Fax: 215-386-7999 / E—mml semoe@snam org
Address: 3600 University. City Science Center,. Phtladelphm, PA 19104-2688
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BOOK TITLES OF INTEREST FROM S1aUTL

Proceedings in Applied Mathematics 47

Classics in Applied Mathematics 5

Classics in Applied Mathematics 4

Edited by

S. Gomez

J.P Hennart
and RA. Tapia

ADVANCES IN NUMERICAL
PARTIAL DIFFERENTIAL
EQUATIONS AND OPTIMIZATION
Proceedings ofthe FifthMexico-United
States Workshop

Proceedings of a workshop that emphasizes the
numerical aspects of three main areas: optimiza-
tion, linear algebra, and partial differential equa-
tions. Held in January 1989 in Yucatan, Mexico,
the workshop was organized by the Institute for
Research in Applied Mathematics of the National
University of Mexico in collaboration with the
Mathematical Sciences Department at Rice Uni-
versity.

This proceedings contains valuable papers in
the areas of optimization theory and partial differ-
ential equations, and should be of value to research-
ers in numerical analysis.

1951 / xii + 365 pages / Softcover
1SBN0-89871-263-9

List Price $47.50

SIAM Member Price $38 00
Order Code PRA7

Frank H. Clarke

OPTIMIZATION AND
NONSMOOTH ANALYSIS

This book has been praised both for its lively
exposition and its fundamental contributions. It
firstdevelops a general theory of nonsmooth analy-
sis and geometry which, together with a set of
associated techniques, has had a profound effect on
severw branches of analysis and optimization. It
then applies these methods to obtain a powerful,
unified approach to the analysis of problems in
optimal control and mathematical programming.

This updated softcover version. like the original,
focuses upon the central issues in optimization such
as existence, necessary conditions and sensitivity,
and presents results of considerable generality con-
cerning these issues.

Contents. Chapter 1: Introductionand Preview:; Chap-
ter 2: Generalized Gradients; Chapicr 3: Differential
inclusions; Chapter 4: The Calculus of Variations;
Chapter 5: Optimal Control, Chapter 6: Mathematical
Programming; Chapter 7: Topics in Analysis.

April 1990/ xii + 308 pages/ Softcover
ISBN 0-89871-256-4

List Price $28.50

SIAM Member Price $22.80

Order Code CLOS

Proceedings in Applied Mathematics 53

CBMS-NSF Regional Conference Series in
Applied Mathematics 57

Edited by
Andreas Griewank
and George F. Corliss

AUTOMATIC DIFFERENTIATION
OF ALGORITHMS

Theory, Implementation, and
Application

An introduction and reference on techniques for
evaluating derivatives of functions given by com-
puter programs. By applying variants of the chain
tule, first and higher derivatives are obtained effi-
ciently and accurately. Among the unique features
of this book are the coverage of the reverse mode
and the application of adjoint codes in meteorol-
ogy. A survey of 28 software implementations and
an extens.ve bibliography are included.

1991 / xii + 353 pages / Soficover
ISBN0-89871-284-X

Frank H. Clarke

METHODS OF DYNAMIC AND
NONSMOOTH OPTIMIZATION

This monograph presents the elements of a new
unified approach to optimization based on
“nonsmooth analysis,” a term introduced in the
1970’s by the author, who is considered a pioneer
in the field. Based on a series of lectures givenata
conference at Emory University in 1986, this vol-
ume presents its subjects in a self-contained and
accessible manner.

The book focuses mainly on deterministic opti-
mal control, the calculus of variations, and math-
ematical programming. In addition. it features a
tutorial in nonsmooth analysis and geometry.

Contents. Nonsmooth Analysis and Geometry: The

1989 / v + 90 pages, Sofcover
ISBN0-89871-2416

List Price $17.50
SIAWCBMS Member Price $14.00
_Order Code COS7

Anthony V. Fiacco
and Garth P. McCormick

NONLINEAR PROGRAMMING
Sequential Unconstrained
Minimization Techniques

This book is a reprint of the original volume, which
won the Lanchester Prize awarded by the Opera-
tions Research Society of America for the best work
of 1968. Although out of print for nearly 15 years,
this book remains one of the most referenced in the
field of mathematical programming.

Recent Interest in interior point methods genrer-
ated by Karmarkar’s Projective Scaling Algorithm
has created a new demand for this book since the
methods that have followed from Karmarkar’s bear
aclose resemblance tothose described in Nonlinear
Programming: Sequential Unconstrained Minimi-
zation Techniques. There is no other source for the
theoretical background of the logarithmic barrier
function and other classical penalty functions.

This book analyzes in detail the “central” or
“dual” trajectory used by modem path following
and primal/dual methods for convex and general
linear programming. Asrescarchers begintoextend
these methods to convex and general nonlinear
programming problems, this book will become
indispensable to them.

Contents. Chapter 1. Introduction; Chapter 2. Math-
ematical Programming — Theory; Chapter 3. Interior
Point Unconstrained Minimization Technigquss; Chap-
ter 4. Exterior Point Unconstrained Minimization
Techniques,Chapter 5. ExtrapolationinUnconstrained
Minimization Techniques: Chapter 6. Convex Pro-
gramming; Chapter 7. Other Unconstrained Minimi-
zation Techniques; Chapter 8. Computational Aspects
of Unconstrained Minimization Algorithms, Author
Index; Subject Index.

1990/ xvi + 210 pages, Soficover
I1SBN 0-89871-254-8

List Price $26.50

S1AM Member Price §21.20
Order Code CLOA

To order
call toll-free in USA 1-800-447-SIAM;
outside the USA call 215-382-3800;
fax: 215-386-7999;
e-mail:service@siam.org;
or send check or money order to:
SIAM, Dept. BC1991, P. O. Box 7260,
Philadelphia, PA 19101-7260.
Stiooing and Handing
USA: Add $2.75 for the first book and $.50 for
gach addwional book.
Canadz: Add $4.50forthe firstbook and $1.50for
each additiona book. ,
Outside USA/Canada: Add $4.50 per book.
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MEETING

July 20-24_, 1992
Century Plaza Hotel and Towers
Los Angeles, California

Invited
Presentation
Tensor Methods for

Nonlinear Equations and

Optimization
Robert B. Schnabel

Meeting Topics

Adaptive Grid Methods
Applications of Mathematics
2, to Material Science
Cé:tixputaﬁonal Fluid Dynamics
*s Dynamical Systems
= Geometric Design

i%ilobal Climate Change
¥ Grid Generation

3 =8 (Nornunear Forecasting
H o gd.ne:ical Methods for

nﬂ’gvenual Algebraic Equations
jcal Methods for Ordinary
and Partial Differential Equations
Parallel Computing
Specizl Functions
Tusbulence Modeling
To réceive o {)t;()gr":llll and 4
or Fegistration nuierisds
pleasecontact:
SEAM
600 noersity (i
e i('zli c{onter
Philadelphiin Py 303 2088

Felophone: 1 2155382 9800
o b P 2 ]S IRG Ty
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Minisymposia

Large-Scale Optimization
Organizer
Thomas F. Coleman
Parameter Estimation
for ODEs and DAEs
Organizer
Stephen J. Wright

Tutorial on Numerical
Optimization and
Software
July 19, 1992
Organizers
Jorge J. Moré and
Stephen J. Wright

Tutorial on
Multigrid Methods
and Applications
July 19, 1992
Organizer
Stephen F. McCormick

Workshop
July 19, 1992
Richard A. Tapia

SIAM Cornferences,
Meetings, and Symposia

1992

June 8-11, 1992
SIXTH SIAM CONFERENCE ON
DISCRETE MATHEMATICS
University of British Columbia, Vancouver, Canada
Sponsored by SIAM Activiiy Group on
Discrete Mathematics
Organizer: Pavol Hell, Simon Fraser
University, Canada

July 20-24, 1992
SIAM J0TH ANNIVERSARY MEETING
Century Plaza Hotel, Los Angeles, CA
Organizer: James M. Hyman,
Los Alamos National Laboratory

September 17-19 , 1992
SIAM CONFERENCE ON CONTROL
ANDITS APPLICATIONS
Minneapolis, MN
Sponsored by SIAM Activity Group on
Control and Systems Theory
Organizer: Kevin A. Grasse,
University of Oklahoma, Norman

October 15-19, 1992
SIAM CONFERENCE ON APPLICATIONS
OF DYNAMICAL SYSTEMS
Snowbird Resort and Conference Center
Salt Lake City, UT
Sponsored by SIAM Activity Group on
Dynamical Systems
Co-organizers: Peter W, Bates,
Brigham Young University,
and Christopher K.R.T. Jones, Brown University

1993

January 25-27, 1993
FOURTH ACM-SIAM SYMPOSIUM ON
DISCRETE ALGORITHMS
Radisson Plaza Hotel, Austin, TX
Sponsored by ACM-SIGACT and
SIAM Activity Group on Discrete Mathematics
Abstract deadline: 7/13/92
Organizer: Vijaya Ramachandran,
University of Texas, Austin

March 21-24, 1933
SIXTHSIAM COLFIRENCE ON PARALLEL
PROCESSING FORSCIENTIFIC COMPUTING
Norfolk, VA
Abstract deadline: 9/1492
Organizer: Richard Sincovec,
Oak Ridge National Laboratory

April 19-21, 1993
SIAM CONFERENCEON
MATHEMATICAL AND COMPUTATIONAL
ASPECTS OF THE GEOSCIENCES
Houston, TX
Abstract deadline; 10/5/92

June 7-10, 1993
SIAM CONFERENCEON

MATHEMATICAL AND NUMERICAL ASPECTS

OF WAVE PROPAGATION PHENOMENA
University of Delaware, Newark, DE

Abstract Deadline; 11/13/92

Ofaahizer; Ralph Kleirman,

University of Delaware
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